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## GLOSSARY

Attrition
Confidence interval
Correlation coefficient

Dosage Dosage is the fraction of a student's instruction in a particular subject and academic year for which a specific school or teacher is responsible.

Mean standard error

R-squared The $r$-squared of a model is a measure of its goodness of fit to the data. High values of r -squared suggest that the model is likely to predict future outcomes well.

Sampling error Sampling error is the error from chance differences in the characteristics of the sample studied relative to the overall population.

Shrinkage is a post-estimation process that helps to ensure that teachers or schools with imprecise estimates are not over-represented among high-performers and low-performers.

Standard deviation A standard deviation measures how much variability from average is in the data. According to a bell curve, the 84th percentile is one standard deviation above average. The 95th percentile is two standard deviations above average.

Statistically significant An estimate is statistically significant if the values in its corresponding confidence interval are either all above or all below zero. Larger confidence intervals (such as a $95 \%$ interval rather than a $90 \%$ interval) increase the chance that values overlap with zero, but strengthen the inference when values do not overlap with zero.

Value-added model A value-added model is a statistical framework for identifying the individual contributions of teachers or schools to the achievement growth of their students.
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## SUMMARY

At the request of Pittsburgh Public Schools (PPS) and the Pittsburgh Federation of Teachers (PFT), Mathematica is developing value-added models (VAMs) that aim to estimate the contributions of individual teachers, teams of teachers, and schools to the achievement growth of their students. Our work in estimating value-added in Pittsburgh supports the larger, joint efforts of PPS and the PFT to "empower effective teachers" through evaluation, professional development, and compensation. The analyses described in this report are intended as an early step in a multi-year project that aims to produce fair, valid, reliable, and robust estimates of the contributions of individual teachers and schools in Pittsburgh to the achievement growth of their students, ultimately including as many grades, subjects, schools, and teachers as possible.

## Data included in this report: student outcomes and teachers

This report substantially expands the range of student outcomes incorporated in VAMs, beyond those examined in our earlier report (Lipscomb, Gill, and Booker, 2010 ${ }^{1}$ ). In addition to scores on the Pennsylvania System of School Assessment (PSSA), this report also applies VAMs to Pittsburgh's own curriculum-based assessments (CBAs) in various subjects and courses in grades 610; to PSAT assessments conducted in grades 10 and 11; and to Scholastic Reading Inventory (SRI) assessments in grades 6 to 10 . We also create composite value-added measures that incorporate results for each of the assessment outcomes relevant to each school. In addition, school-level VAMs are estimated for the non-test outcomes of student attendance and credit accumulation.

This report describes the methods for measuring teacher and school effectiveness using those student outcomes and the findings from our analyses to date. The report does not identify any individual schools or teachers as yet, instead describing in general terms the distribution of valueadded estimates for teachers and schools across the district.

The findings in this report reinforce the findings of the August report (Lipscomb, Gill, and Booker, 2010) that VAM estimates can provide meaningful information about teacher and school performance in Pittsburgh—and they confirm that VAMs can be usefully applied not only to state accountability tests and nationally normed assessments, but also to locally developed assessments and to non-test measures of student outcomes such as attendance and credit accumulation.

We do not find evidence suggesting that any of the locally developed CBAs must be excluded from incorporation in VAMs. The addition of results from CBAs, SRI, PSAT, and science and writing PSSA assessments have allowed far more teachers to be included in value-added analyses, and have dramatically broadened the range of outcomes incorporated in school-level VAM estimates (which now include attendance and credit accumulation as well as many more assessment outcomes). Our estimates for the 2009-10 year apply to 646 teachers, an increase of more than 40 percent from our August report. In future years, there should be opportunities to increase this number further, because in the historical data there are some CBAs that are entirely missing for a

[^0]small number of schools. In the future, the district should ensure that CBA results are consistently collected from all schools.

## Control variables included in VAMs

The VAMs used in this report include statistical controls for each student's previous-year assessments. They also include controls for other student characteristics that are included in PPS records and might affect achievement growth, outside the influence of individual teachers. These include special education status, gifted status, poverty status (as indicated by eligibility for free- or reduced-price lunch), English language learner status, gender, mobility, prior year attendance and disciplinary incidents, date of birth, and race/ethnicity. A notable refinement since our August report is the addition of codes for various specific types of disabilities, rather than a single code for any student with a disability.

PPS and PFT asked us to examine the extent to which the inclusion or exclusion of a variable for race/ethnicity affects the value-added estimates. We find that the inclusion of a statistical control for a student's race/ethnicity makes a measurable difference in the results of many of the VAMs (most prominently in high school). Standard practice in social science research is to include race in the analysis because it serves as a proxy for disadvantages that African-American students experience outside of school (e.g., access to family and neighborhood resources). Omitting the variable for race/ethnicity therefore could produce value-added estimates that are biased against teachers who serve higher-than-average proportions of African-American students. Given this finding, we recommend continuing to include race/ethnicity as one of the control variables in the VAMs.

We are continuing to examine the possibility of including additional school-level control variables in the VAMs. This is not a straightforward task, for technical reasons that are discussed in Chapter III. We expect to have further information on including school-level characteristics as controls prior to the release of VAM results next spring.

## Precision of VAM estimates

Consistent with findings on teacher quality in the existing research literature, our findings show substantial differences in teacher effectiveness across the district, as measured by value-added in a wide range of grades and subjects. Pittsburgh's most-effective teachers are producing gains in student achievement that are large enough that, if accumulated over several years without decay (admittedly a strong assumption), could erase achievement gaps between black students and white students, or between Pittsburgh students and statewide averages (Lipscomb, Gill, and Booker, 2010). We also find substantial variation in the value-added of individual schools across the districtalthough there is more variation among teachers than among schools.

Value-added estimates, like any measure of teacher or student performance, are subject to some amount of random variation (Schochet and Chiang, 2010). This variation comes from idiosyncratic differences in the unmeasured abilities of the students in a teacher's class or at a school from one year to the next. If random variation is large, VAM estimates will not reliably identify high and lowperforming teachers or schools.

Table S. 1 shows the proportion of schools and teachers whose effects can be distinguished from average (either above or below) with 95 percent confidence, when using one, two, or three
years of teaching data and a subset of the student assessments examined. (In this report, unlike the August report, we have employed 95 percent confidence intervals in nearly all cases, to promote greater caution in interpretation of results. PPS and PFT may wish to consider the use of less stringent confidence intervals for some purposes in future analyses.)

Table S. 1 Share of School and Teacher Effects that are Distinguishable from Average

| Grades | Years of Teaching | Assessments | School Effects |  | Teacher Effects |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Math | Reading | Math | Reading/ English |
| 4-5 | One year |  | 26\% | 18\% | 35\% | 24\% |
| 4-5 | Two years | PSSA | 41\% | 23\% | n/ a | n/ a |
| 4-5 | Three years |  | $\mathrm{n} / \mathrm{a}$ | n/a | 48\% | 29\% |
| 6-8 | One year |  | 65\% | 48\% | 38\% | 13\% |
| 6-8 | Two years | PSSA | 73\% | 50\% | n/a | n/a |
| 6-8 | Three years |  | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ | 52\% | 36\% |
| 9-10 | One year | CBA Geometry and English II | 4 of 9 | 0 of 9 | 41\% | 19\% |
| 9-10 | Two years |  | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ |
| 9-10 | Three years |  | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ |

Note: $\quad$ Findings are based on a 95 percent confidence interval.

Comparable data on the other student outcomes is presented in Chapters III (on teachers) and IV (on schools). For most (but not all) outcomes examined in this report, VAMs based on a single year of teaching reliably distinguish the highest- and lowest-performing teachers and schools from average, suggesting that the one-year models are diagnostic for some purposes. But the reliability of teacher-level value-added estimates improves substantially when examining three years of teaching rather than one year. In some cases, using multiple years of data also leads to increases in the proportion of schools that can be reliably distinguished from average performance across the district. We therefore recommend using VAM estimates that are based on two or three years of teaching for high-stakes decisions.

Year-to-year estimates of each teacher's value added are correlated at levels that are similar to those found in other studies outside of Pittsburgh. With a few notable exceptions, schools with high value-added estimates in one year tend to have high value-added estimates in the next year, as shown in Table S.2. VAM estimates for teachers are likewise positively correlated from year to year (results shown in Chapter III).

Table S.2. Year- to- Year Correlations of School- Level VAM Estimates

| Subject | Elementary Grades <br> (PSSA) | Middle Grades <br> (PSSA) | High- School Grades <br> (9th- grade CBA) |
| :--- | :---: | :---: | :---: |
| Math | 0.44 | 0.86 | 0.43 |
| Reading/ English | 0.11 | 0.76 | 0.86 |
| Science | 0.36 | 0.13 | 0.71 |
| Writing | 0.57 | 0.50 | $\mathrm{n} / \mathrm{a}$ |

## Comparison to PVAAS

School-level value-added estimates for PSSA assessments using our models generally correlate reasonably well with value-added estimates produced by the Pennsylvania Value-Added Assessment System (PVAAS) using statewide data. In 2009-10, our VAM estimates for grades 4-8 showed correlations to PVAAS estimates ranging from 0.62 to 0.94 , with the exception of 8 th-grade science, where the correlation was only 0.17 . A primary concern about PVAAS estimates, as noted in our previous report, is the low within-school correlation of estimates from one year to the next (in math and reading).

## School value-added by race

Individual teachers do not serve enough students to allow useful VAM estimates for subsets of student populations, but schools are large enough that it may be possible to examine whether a school's value-added varies for different kinds of students (if the relevant groups of students are large enough). At the request of PPS, we examined the extent to which schools showed significantly different value-added estimates for their white students and African-American students. We found that for the great majority of Pittsburgh schools, composite value-added estimates did not differ by statistically significant margins for students of different races. In grades 4-5, only two of 28 schools had value-added estimates that differed significantly by race; this number could have shown differences by chance alone. In grades 6-8, five of 22 schools showed value-added estimates that differed significantly by race. Notably, the differences by race were not always in the same direction: some schools showed higher value-added for African-American students, while others showed higher value-added for white students.

## High-school VAMs and student attrition

High-school VAMs pose special challenges, because they can be affected by the inability to include students who drop out prior to the administration of a test. Our previous analysis of 11 thgrade PSSA scores (using 8th-grade baselines) suggested that VAM estimates of these outcomes could produce biased results-artificially favoring schools with higher dropout rates-unless adjustments are made to address differential attrition (Lipscomb, Gill, and Booker, 2010).

New analyses are more encouraging: While we do observe a positive correlation between dropout rates and high school VAM estimates for some 2009-10 outcome measures, the pattern is not consistent, and for many outcome measures the correlation is negative. Therefore, at this point we do not find evidence that differential attrition is substantially biasing the high school VAM estimates.

## High-school VAMs and the PRC bonus calculation

The analyses of 9th- and 10th-grade outcomes suggest that VAMs using all of the outcomes could potentially be included in a PRC bonus formula, with the caveat that the district will need to ensure that standards for measuring attendance and awarding course credits are consistent across schools. Although most or all of the outcomes can be included in VAMs if desired, we do not believe that their scales are sufficiently consistent from year to year to allow a VAM analysis that uses a historical baseline as the standard for performance.

A notable exception to this rule is the PSAT, which is designed to have consistent scales over time. Indeed, district-wide changes in PSAT scores might be used as a way of assessing the district's overall improvement in value-added. These district-wide changes might then be used to determine the total size of the bonus pool (and/or the number of teams eligible to win bonuses) available to Promise Readiness Corps (PRC) teams, for example. This would allow the district to avoid imposing a "zero-sum game" in the awarding of bonuses: If performance across the district improved on the PSAT, then bonuses would potentially be available to most or even all of the PRC teams.

In future years, the PRC bonus formula might become less dependent on PSAT scores, because the implementation of statewide Keystone exams permits the calculation of value-added estimates for PRC teams relative to the performance of the state as a whole. The performance of the rest of the state would then become the benchmark, rather than the district's own performance on the PSAT in prior years. This, of course, is a policy decision for PPS and PFT to consider.

## Next steps

We will continue to refine the VAMs to improve precision and reduce bias. The state of the art in value-added modeling changes rapidly, and we intend to ensure that Pittsburgh's VAMs are updated with refinements developed by our own colleagues and others in the field. Some of these potential refinements are already on the agenda for upcoming work. Specific challenges that we plan to address include the following:

By November 30, 2010:

- We will provide an Excel spreadsheet with identified VAM results for teachers who are potentially eligible for selection into career-ladder roles..

By March 2011:

- We will examine the range in the number of students across schools who are excluded from CBA analyses because they are taking advanced versions of the relevant courses, and we will assess the possible implications of those exclusions.
- We will complete the development a composite value-added measure for teachers that includes information from multiple student outcomes for teachers for whom multiple outcomes are available.
- If the Pennsylvania Department of Education (PDE) provides statewide, longitudinal, student-level data by December 1, we will run PSSA-based VAMs using statewide rather than within-district data, and report those results by March.
- We will assist PPS and PFT staff in the development of a formula to determine the district-wide bonus pool for PRC cohorts. The formula may rely on changes over time in district-wide PSAT results, which are likely to have a scale that is consistent across years.
- We will refine VAM reporting templates for teachers and schools and develop an information booklet that explains VAM concepts in non-technical terms.
- We will examine whether the kindergarten DIBELS assessments can be used to validate a retrospective elementary school VAM that is based on gains from grades 3 to 5 . If so, it would increase confidence that VAM estimates using only a subset of elementary
grades nevertheless provide a reasonable view of performance across grades K to 5 . The exploratory examination of gains achieved between kindergarten DIBELS assessments and third-grade PSSA scores may also open the possibility of extending the elementaryschool VAMs to incorporate an analysis of third-grade results that serves as a proxy for gains from kindergarten. The plans for this analysis are described in Chapter IV.

During 2011:

- In April 2011 we will participate in the event that will communicate school- and teacherlevel VAM results to staff across PPS.
- We will examine associations of VAM results to several other measures, including student perceptions data from pilot surveys (if available from Cambridge Education), pilot data from teacher working conditions surveys, and RISE classroom performance evaluations. Proposed plans for these exploratory analyses will be presented by RAA to the EET Steering Committee on December 10, 2010.

In conclusion, we look forward to working with PPS and the PFT in continuing to develop the value-added models to their fullest potential.

## I. VALUE- ADDED MODELS FOR THE PITTSBURGH PUBLIC SCHOOLS

A value-added model (VAM) aims to measure the contribution of a teacher or school to student achievement growth. It provides a better indication of effectiveness than average score levels or the rate of student proficiency because it examines the trajectory of achievement for students from a baseline and accounts for other factors that affect student achievement and are outside the control of teachers or schools (Meyer 1997).

The method is similar conceptually to measuring the average test score gains of students taught by a teacher or school and then taking steps to address additional factors that are outside the control of a teacher or school. For example, if students with learning disabilities tend to grow less on average than other students, a teacher with a disproportionate number of these students may make meaningful contributions toward their achievement growth even if these students score below average on the end-of-year test. Value-added models address these concerns by accounting for other factors that affect student achievement gains. The resulting estimates provide information on teacher or school contributions to student learning that can be used for a variety of purposes, such as helping a school district better target professional development, select teachers for career-ladder positions, and improve teacher evaluation and compensation systems. Our work in estimating teacher and school value-added in Pittsburgh supports the larger, joint efforts of Pittsburgh Public Schools (PPS) and the Pittsburgh Federation of Teachers (PFT) to "empower effective teachers" through applications like these.

This report describes VAMs for teachers and schools in Pittsburgh and extends the analysis of the previous report (Lipscomb, Gill, and Booker, August 2010) by (1) updating our previous results with the most recent year of data; (2) expanding the number of tests used in our VAM; and (3) applying VAMs using student attendance and course completion as outcome measures for schools. We incorporated student outcomes for Pennsylvania System of School Assessment (PSSA) assessments in reading and math from the most recent school year (2009-10) and created valueadded measures based on other tests. These include PSSA assessments in science and writing, PSAT scores measuring college readiness, Scholastic Reading Inventory (SRI) computer-administered reading assessments, and curriculum-based assessments (CBAs)—Pittsburgh's home-grown exams for subjects and courses offered in grades 6 through 10. This expansion of analysis allows the calculation of value-added estimates for a much larger number of Pittsburgh's teachers. Many of Pittsburgh's teachers now have more than one value-added estimate because their students have more than one relevant assessment that can be included in a VAM.

We expand the value-added methodology for school performance by using student attendance and course completion as outcome measures. This involves an extension beyond the typical application of value-added models to student test scores, but in principle, there is no reason why the value-added statistical methods cannot be applied to other student outcomes. Including attendance and credit accumulation has the potential to produce a broader and richer portrait of school quality for middle and high schools, where we applied this method. Our school VAM measures are now based on multiple tests as well as these non-test measures of student performance.

The report's findings on school-level value-added in high schools have particular relevance to the development of a formula for calculating team-based performance bonuses for Promise Readiness Corps (PRC) teachers who successfully deliver cohorts of entering 9th graders to the 11th grade. The model used to analyze the performance of PRC teachers will resemble quite closely the

VAMs used to evaluate school performance. Each PRC team will receive an estimate of its ability to improve student test scores in the same subjects analyzed in this report. These estimates will be weighted and combined to form a measure of PRC effectiveness which will enter the calculation of their bonus formula.

This report also analyzes four methodological issues: (1) we measure the effect of accounting for students' race/ethnicity on the value-added measures of schools and teachers; (2) we compare results of school VAMs for middle and high schools when using student baseline scores from the prior year versus baseline scores from the year prior to entering the school, with the aim of shedding light on the validity of VAMs for elementary grades where "pre-entry" scores are unavailable; (3) we discuss a method to account for differential dropout rates in high schools and describe diagnostic analyses suggesting the extent of the differential attrition problem; and (4) we further examine the consequences of accounting for three or more baseline achievement scores in a VAM rather than two baseline scores.

Subsequent reports will update and expand the existing findings. By March 1, 2011, we will develop composite measures that aggregate information from multiple subjects and assessments. As observational data become available, we plan to examine relationships among VAM results, student perceptions data, teacher working conditions survey results, and RISE classroom performance evaluations. We will also explore the possibility of using results from schoolwide working conditions surveys as additional controls in teacher-level value-added estimates.

This report is structured as follows: Chapter II describes the data used, including the student, teacher, and school samples, and the outcome measures; Chapter III describes the teacher VAMs and discusses the overall results and sensitivity analyses; Chapter IV describes school VAMs, results, and sensitivity analyses; and Chapter V discusses future work.

## II. DATA AND SAMPLE

The value-added approach utilizes multiple years of achievement data on individual students linked to teachers, courses, and schools. PPS provided Mathematica with data from its Real-Time Information (RTI) database containing these links. This section describes the data, focusing on the size and characteristics of the samples as well as the quality of data linkages.

## A. Students

The RTI database contains information on test scores, race, attendance, credits, whether a student is gifted, disability status, English Language Learner classification, age, and eligibility for a free or reduced price lunch. Students were included in the sample if we had data on their prior year PSSA scores and we could link them to teachers through the RTI database. We did not see evidence suggesting that student identifiers were not unique or that assessment scores were missing when they should be present. Nevertheless, $22 \%$ percent of the eligible sample must be excluded due to nonexistent 2009-10 or 2008-09 year PSSA scores. There were 11,663 students in the analysis sample, compared to 14,914 students in grades 4 to 11 in Pittsburgh schools in 2009-10. Table II. 1 describes characteristics of students included in the analyses and students who could not be included, in grades four through eight.

Table II. 1. Descriptive statistics on the analysis sample in grades 4-8, 2009-10

|  | Students with PSSA Math and Reading Scores$\begin{gathered} \text { in 2009-10 } \\ (\mathrm{n}=9139) \end{gathered}$ |  |
| :---: | :---: | :---: |
|  | Included Sample | Excluded Sample |
| PSSA Math (z-score in 2009-10) | - 0.40 | - 0.72 |
| PSSA Reading (z-score in 2009-10) | - 0.32 | - 0.61 |
| African- American | 0.56 | 0.63 |
| White | 0.36 | 0.25 |
| Asian | 0.02 | 0.04 |
| Hispanic | 0.01 | 0.03 |
| Other | 0.05 | 0.05 |
| Meals Program | 0.74 | 0.70 |
| Total Students | 7987 | 1152 |

Note: $\quad$ Bold indicates statistically significant differences at the 5 percent level.

Across schools in elementary and middle grades, the lowest percentage of included students was 73 percent in grades 4-5 and 71 percent in grades 6-8. Excluded students in high-school grades likewise were, on average, more disadvantaged than included students.

## B. Teachers

Our estimates for the 2009-10 year apply to 646 teachers, an increase of more than 40 percent from our August report (Lipscomb, Gill, and Booker, 2010). The teacher value-added models cover PPS teachers assigned to courses that can be connected to assessment outcomes, including PSSA, CBA, PSAT, and SRI. The eligible sample included 1,976 total staff teaching students in 2009-10. We generate teacher VAM estimates in each subject for those successfully matched with more than

10 students in the analysis sample. ${ }^{2}$ This type of restriction, common in the research literature, reduces the potential for teacher effects to be influenced just by the scores of one or two students (Kane and Staiger, 2002; McCaffrey et al., 2009; Potamites et al., 2009a). Each teacher has at least one value-added estimate based on students taught in 2009-10. Of the 646 teachers, 494 teach in grades 4 to 8 and 152 teach in high school. The previous report included 452 teachers of math and reading in grades 4 to 8 . Most of the increase in sample size results from extending teacher VAMs to grades 9 to 11 and to including middle school assessment outcomes for science and U.S. history. The addition of more assessments has also made it possible to produce more than one value-added estimate for many teachers, because we have now incorporated more than one student assessment into VAMs in some grades and subjects.

## C. Schools

Analyses using 2009-10 data covered 22 elementary (K-5), 18 K-8, 12 middle ( $6-8$ ), and 11 high schools. K-8 schools are given separate value-added estimates for grades 4-5 and grades 6-8. Thus they are compared to both elementary and middle schools. As with the student identifiers, the quality of student-school linkages appears to be high in the RTI database, permitting us to develop measures that account for students who attend multiple schools in a given school year.

## D. Outcome Measures

As Table II. 2 indicates, the VAMs included in this report now incorporate the great majority of student assessments that are under consideration for possible use in VAMs. An " $x$ " in the table indicates that the assessment exists in that grade level and is being used; an "o" indicates that it exists but is not yet in use in the VAMs for this report; an empty cell indicates that the assessment is not given at that grade level. In upcoming work we will seek to add the 11 th-grade assessments to the ones examined here.

In general, we use end-of-year test scores as the outcome measure of interest in each VAM. If we have data on the scores of a mid-year administration of one of these tests in addition to an end of year score, we use as our outcome measure the average of these two scores with the end of year score receiving twice as much weight as the mid-year score. We use the same approach at the middle school level for outcomes, such as the SRI and CBA, which are measured multiple times during the school year. The rationale behind including information on multiple scores is to reduce the measurement error present if only one administration of the test is used. The end-of-year score receives higher weight because the teachers and schools have had a longer time to influence the outcomes of students which means relatively more information on teacher and school effectiveness is contained in the end-of-year scores.

All of the identified assessments in Table II. 2 are used in both school-level and teacher-level VAMs in this report. School-level VAMs for grades 6-12 also include estimates for a school's value added in terms of student attendance and credit accumulation. Those outcomes are not included in teacher-level VAMs because we do not believe they can be reliably attributed to individual teachers.

[^1]Table II.2. Available test scores by subject and grade

| Column1 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PSSA Reading | X | X | X | x | X | x |  |  | x |  |
| PSSA Writing |  |  | X |  |  | x |  |  | X |  |
| PSSA Math | X | X | X | x | X | x |  |  | X |  |
| PSSA Science |  | X |  |  |  | X |  |  | 0 |  |
| CBA Math |  |  |  | x | X | x |  |  |  |  |
| CBA Algebra I |  |  |  |  |  |  | X |  |  |  |
| CBA Algebra AB- BC |  |  |  |  |  |  | X |  |  |  |
| CBA Geometry |  |  |  |  |  |  |  | x |  |  |
| CBA Algebra II |  |  |  |  |  |  |  |  | x |  |
| CBA English |  |  |  | x | x | x | x | x |  |  |
| CBA Earth Science |  |  |  | x |  |  |  |  |  |  |
| CBA Life Science |  |  |  |  | X |  |  |  |  |  |
| CBA Biology |  |  |  |  |  |  | x |  |  |  |
| CBA Chemistry |  |  |  |  |  |  |  | x |  |  |
| CBA Physics |  |  |  |  |  | x |  |  | 0 |  |
| CBA Civics |  |  |  |  |  |  | x |  |  |  |
| CBA History |  |  |  |  |  | x |  | X |  |  |
| SRI |  |  |  | X | X | X | X | X | 0 | 0 |
| PSAT Reading |  |  |  |  |  |  |  | x |  |  |
| PSAT Math |  |  |  |  |  |  |  | X |  |  |

Note: Cells marked with an " $x$ " are test scores currently used in the analyses. Cells marked with an "o" represent scores available but not currently in use. Tests which are sometimes taken out of grade by students are recorded in the grade cell where the largest number of students take the test.

For purposes of developing a formula for performance-based bonuses for teams of PromiseReadiness Corps teachers in Pittsburgh's eight comprehensive high schools, PPS and PFT would like to include value-added estimates that, where possible, are benchmarked against historical performance district-wide rather than re-normed each year. Benchmarking against historical scores enables comparisons to be made between the current performance of schools with past performance. This allows for the possibility that all schools in the district may be improving or declining in quality simultaneously. When test scores are re-normed to district-wide averages each year, schools are competing directly with each other rather than with their historical performance.

PSAT and SRI tests are nationally normed and designed to have consistent scales from one year to the next, which allows them to be used to capture district-wide performance changes over time. We can therefore compare these scores to historical district-wide averages when using them in the PRC bonus calculations. In Pittsburgh, PSAT scores in fact show a very high level of consistency from 2008-09 to 2009-10. (We cannot examine the issue for SRI scores because we have only one year of data for those.) The key questions about historical benchmarks thus relate to whether other 9th and 10th grade outcome measure such as CBAs, attendance, or credits can also reliably be compared to historical district-wide averages.

To determine whether an outcome measure is stable over time we cannot simply compare the average score of students in the district from one year to the next. This is because it is possible for the schools and/or students to be improving in achievement over time. If this were the case the
average score would be increasing not because the test is unreliable but because students are realizing achievement gains. On the other hand, we would not want the re-norming of an unstable test score to make it appear that there were achievement gains over time when none existed. Therefore we need a known stable benchmark with which we can compare the changes in our outcome measure of interest. Because they are normed nationally, the PSAT scores in Math and Reading provide such a benchmark measure.

For an outcome to be stable, we require that changes in the distribution of its scores be similar to the changes in distribution of PSAT scores. This requirement relies on the assumption that changes in PSAT scores are strongly correlated with changes in achievement as measured by other outcomes over time. This is likely to be true for English and Math CBAs, but less so for Science CBAs, History CBAs, attendance, and credits. We compare the changes in the CBA, attendance, and credits outcomes of students between 2008-09 and 2009-10 with the changes in PSAT scores in Tables II. 3 and II. 4 .

Table II. 3 Consistency over time of 9th grade outcome measures

| Outcome | $\begin{gathered} \text { Mean, } \\ 2009- \\ 10 \end{gathered}$ | Standard Deviation, 2009-10 | $\begin{gathered} \text { Mean, } \\ 2008- \\ 09 \end{gathered}$ | Standard Deviation, 2008-09 | Mean Difference in 2008- 09 SD Units | p - value on Test of Equivalence of Means | p - value on Test of Equivalence of SDs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| December/January |  |  |  |  |  |  |  |
| Algebra I CBA | 0.51 | 0.23 | 0.53 | 0.18 | -0.13 | 0.01 | 0.00 |
| Biology CBA | 0.53 | 0.17 | 0.51 | 0.17 | 0.08 | 0.03 | 0.88 |
| Civics CBA | 0.59 | 0.21 | 0.55 | 0.20 | 0.20 | 0.00 | 0.03 |
| English I CBA | 0.64 | 0.16 | 0.65 | 0.15 | -0.05 | 0.22 | 0.06 |
| May/June |  |  |  |  |  |  |  |
| Algebra I CBA | 0.46 | 0.15 | 0.45 | 0.17 | 0.08 | 0.07 | 0.00 |
| Biology CBA | 0.46 | 0.18 | 0.43 | 0.18 | 0.17 | 0.00 | 0.70 |
| Civics CBA | 0.64 | 0.18 | 0.62 | 0.21 | 0.07 | 0.08 | 0.00 |
| English I CBA | 0.67 | 0.17 | 0.67 | 0.17 | 0.02 | 0.69 | 0.23 |
| Total Credits | 7.92 | 1.49 | 7.51 | 1.60 | 0.25 | 0.00 | 0.00 |
| Attendance | 0.93 | 0.11 | 0.92 | 0.13 | 0.11 | 0.00 | 0.00 |

Note: $\quad$ Samples for CBA assessments include students in grades 9 or 10. Attendance is measured as the fraction of school days for which a student is present

Table II. 4 Consistency over time of 10th grade outcome measures

| Outcome | $\begin{gathered} \text { Mean, } \\ 2009- \\ 10 \end{gathered}$ | Standard Deviation, 2009-10 | $\begin{gathered} \text { Mean, } \\ 2008- \\ 09 \end{gathered}$ | Standard Deviation, 2009-10 | Mean Difference in 2008- 09 SD Units | p - value on Test of Equivalence of Means | p - value on <br> Test of Equivalence of SDs |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| December/January |  |  |  |  |  |  |  |
| Chemistry CBA | 0.44 | 0.14 |  |  |  |  |  |
| English 2 CBA | 0.70 | 0.20 | 0.69 | 0.20 | 0.02 | 0.65 | 0.32 |
| Geometry CBA | 0.54 | 0.18 | 0.55 | 0.16 | -0.06 | 0.18 | 0.00 |
| History CBA | 0.58 | 0.20 | 0.57 | 0.19 | 0.07 | 0.16 | 0.09 |
| May/June |  |  |  |  |  |  |  |
| Chemistry CBA | 0.49 | 0.18 |  |  |  |  |  |
| English 2 CBA | 0.68 | 0.17 | 0.63 | 0.18 | 0.29 | 0.00 | 0.13 |
| Geometry CBA | 0.44 | 0.19 | 0.52 | 0.18 | -0.40 | 0.00 | 0.22 |
| History CBA | 0.52 | 0.21 | 0.44 | 0.21 | 0.39 | 0.00 | 0.68 |
| PSAT Math | 38.66 | 10.46 | 39.15 | 10.68 | -0.05 | 0.22 | 0.43 |
| PSAT Reading | 36.36 | 11.31 | 35.95 | 11.56 | 0.04 | 0.34 | 0.42 |
| Total Credits | 8.07 | 1.56 | 7.68 | 1.61 | 0.25 | 0.00 | 0.19 |
| Attendance | 0.93 | 0.12 | 0.92 | 0.12 | 0.11 | 0.00 | 0.72 |

Note: $\quad$ Samples for CBA and PSAT assessments include students in grades 9 or 10. Attendance is measured as the fraction of school days for which a student is present.

Neither the PSAT score means nor the standard deviations appear to change between 2008-09 and 2009-10. The p-values of the hypothesis tests that the PSAT means and standard deviations are equal are all above .05 , which means we cannot reject this hypothesis at the $5 \%$ significance level. Because the PSAT score distribution appears to be stable between 2008-2010, we would expect other reliable measures to also be stable over this time period. The only other measures which satisfy these stability criteria are the 9th grade mid- and end-of-year English I CBA, the mid-year 10th grade History CBA, and the mid-year 10th grade English II CBA. The means and standard deviations of these outcomes are not significantly different from each other between 2008-09 and 2009-10. Nonetheless, it is possible that the consistency of these measures was a one-time statistical fluke. Unless PPS has information suggesting that those assessments are likely to have consistent scales in the future, we do not recommend using a historical baseline in estimating VAMs for those results.

District-wide changes in PSAT scores might be used as a way of assessing the district's overall improvement in value-added. These district-wide changes might then be used to determine the total size of the bonus pool (and/or the number of teams eligible to win bonuses) available to Promise Readiness Corps (PRC) teams. This would allow the district to avoid imposing a "zero-sum game" in the awarding of bonuses: If performance across the district improved on the PSAT, then bonuses would potentially be available to most or even all of the PRC teams.

In future years, the PRC bonus formula might become less dependent on PSAT scores, because the implementation of statewide Keystone exams permits the calculation of value-added estimates for PRC teams relative to the performance of the state as a whole. The performance of the rest of the state would then become the benchmark, rather than the district's own performance on the PSAT in prior years. This, of course, is a policy decision for PPS and PFT to consider.
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## III. TEACHER VALUE- ADDED STATISTICAL MODELS AND RESULTS

## A. Estimation Equation and Control Variables

The basic value-added model used to estimate teacher effects adjusts the scores of individual students for factors like student and peer background characteristics that are thought to correlate with achievement. The estimation equation is:

$$
A_{i, j, y}=\sum_{j=1}^{J} \beta_{j} A_{i, j, y-1}+X_{i, j, y} \gamma+D_{i, j, y} \delta+e_{i, j, y}
$$

where $A_{i j, y}$ is the achievement test score for student $i$ in subject $j$ (i.e. math or reading) in year $y$ and $A_{i j, j-1}$ is the prior score for student $i$ in subject $j . X_{i, j, j}$ is a set of control variables (described below), $D_{i, j, y}$ is a set of teacher variables, and $e_{i, j, y}$ is the error term. The coefficients $\beta, \gamma$, and $\delta$ capture the estimated relationships between outcome scores and each respective variable, controlling for other factors. The standard errors adjust for clustering of observations by student.

The research literature on value-added modeling typically assumes that $A_{i j, j-1}$ captures all previous inputs into student achievement. 3 However, all tests will contain measurement error; including the prior score without correcting for measurement error can therefore bias the teacher dosage measures. To address this issue, most of our baseline models include two prior test scoresone in the same subject as the outcome of interest, and one in another subject. 4

VAMs for middle school teachers are the exception to the rule about including two prior achievement scores. In these models, we control for one prior test score in the same subject as the outcome of interest, and one contemporaneous score in a different subject. We follow Coltfelter, Ladd, and Vigdor (2010) in using contemporaneous subject scores as controls when teachers are departmentalized to capture current-year influences that prior scores may not measure. At the middle school level, substituting one of the prior year controls for a contemporaneous control (e.g. prior year reading in a math VAM) improved the model's explanatory power without loss of sample size. High school models could use the same strategy, but we determined that using contemporaneous scores resulted in a smaller proportion of students in the analysis sample than using two prior scores as controls (because many high school students were not taking the same courses at the same time). Section E of this chapter shows results from a sensitivity analysis that compares both types of models at the high school level.

[^2]Test scores are normalized using the annual state or district average and standard deviation in each subject and grade level. A standard deviation measures score variation-what we can see graphically by whether the distribution of scores tends to be spread out or grouped tightly together. For each subject and grade, we subtract the average score from individual scores and then divide by the standard deviation of scores before estimating the model. Expressing scores like this allows us to interpret above-average scores in terms of how close to the average most students tended to fall.

We use a dosage approach in constructing the teacher variables as a flexible way of accounting for students who learn from more than one teacher in a given subject in a year and for students who are enrolled for only part of the year. The vector $D_{i, j, y}$ includes one variable for each teacher in the respective models. Each variable equals the fraction of the year student $i$ was taught by a teacher in subject $j$. ${ }^{5}$ The dosage value of any element of $D_{i, j, y}$ is zero if student $i$ was not taught by that teacher. Because teachers are unlikely to have an appreciable educational impact on students who are enrolled only briefly, the dosage variable is also set to zero for students spending less than two weeks with a teacher and to one for students spending all but two weeks with a teacher. Students spending more than two weeks and less than all but two weeks are attributed to each teacher for the proportion of the year spent with that teacher. We also include a "residual teacher dosage" term that equals $1-\Sigma_{\mathrm{T}} \mathrm{D}_{\mathrm{T}}$, where $\Sigma_{\mathrm{T}} \mathrm{D}_{\mathrm{T}}$ for a given student is the sum of dosage variables across all teachers. For some students, we have information on their teachers for only part of the year (e.g., if they enter PPS mid-year). The residual teacher dosage variable accounts for the remaining time. By including this term in the VAM and by excluding the constant, the teacher value-added estimates can be measured relative to the average teacher. These measures are elements of the vector $\delta$, which are the coefficients on $D_{i, j, j}$.

The vector $X_{i j, y}$ includes several control variables. These variables are chosen as factors outside of the teacher's control so as to isolate their effect on student achievement. We normalize each variable by subtracting the mean and dividing by the standard deviation in each year. ${ }^{6}$

- Gender and race/ethnicity (white, African-American, Asian, Hispanic, other)
- Free or reduced price meals status
- English language learner (ELL) status
- Age
- Indicator of whether student is behind grade for age
- Variables for an identified disability and for gifted without disability
- Variables for changing schools at least once since beginning elementary or middle school

[^3]- Separate variables for the proportion of prior year excused absences, unexcused absences, and days suspended
- A variable indicating prior year district membership the entire school year
- Classroom average shares by gender, race-ethnicity categories, meal program status, ELL status, disabled, and gifted (except in grades 4 and 5$)^{7}$
- Class size and classroom averages for each of the following: prior year PSSA math and reading test scores, prior year proportions of excused and unexcused absences, prior year proportion of days suspended, and the proportion of students who were enrolled in PPS the entire prior school year (except in grades 4 and 5)
- Variables for student grade levels and their interaction terms with a student's prior year test scores in both subjects (for models that include multiple grade levels)

Some of these variables are correlated. Including related variables in the model does not interfere with the model's capability to estimate teacher effects consistently. In fact, it typically improves estimates so long as both control variables are relevant to student achievement growth. We correlated each of these control variables with each other and did not find any correlations that seemed unreasonably large or surprising in their direction. For example, we find that students in the meals program tend to have lower enrollment in programs for gifted students and are more frequently absent for unexcused reasons. Suspensions tend to be positively related to both excused and unexcused absences.

To recognize that disability conditions vary widely across students, all of our VAMs now include control variables that distinguish most student disabilities at the category of disability level. The category-specific variables we include are for specific learning disabilities, speech and language impairments, mental retardation, emotional disturbance, and autism. While each of these disabilities includes at least one percent of the total enrollment, the remaining eight categories-with the exception of other health impairments-occur at much lower frequency. In some cases, they do not even identify a single student at each grade level. Our approach is to combine these remaining eight categories into two control variables for the analyses. The first includes physical/sensory disabilities (i.e. orthopedic impairments, hearing impairments including deafness, visual impairments including blindness, and deaf-blindness). The final category incorporates traumatic brain injury, developmental delay, and multiple disabilities into the other health impairments category. Although the coefficient estimates for each disability category vary by subject and grade level, they tend to be largest for specific learning disabilities and mental retardation. Coefficients on emotional disturbance and the category that includes other health impairments tend to be statistically significant as well, though somewhat smaller in magnitude.

The classroom variables listed above help control for peer influences in middle and high school grades. When classrooms are self-contained, as in elementary grades, it can be difficult to separately identify these influences from the contribution of the teacher. As a result, we must exclude these variables from models for teachers and schools in grades 4 and 5 . Separately identifying teachers and peer influences is much less of an issue in secondary grades because teachers have several

[^4]classrooms of students. We are exploring the application of classroom-level variables to elementary teachers in the 3 -year models, which permit examination of differences in classroom composition even for elementary teachers with self-contained classrooms.

We assume that the assignment of students to teachers and schools is functionally random conditional on the factors described above. To the extent that this assumption fails, VAM estimates may suffer from bias due to non-random assignment (Rothstein 2010). Fortunately, the degree of bias may not be large. Kane and Staiger (2008) were able to compare teacher VAM estimates in Los Angeles under a typical situation where principals assigned students to teachers to VAM estimates in the following year where principals assigned students to classrooms but then randomly assigned teaching assignments. They found that variation in teacher VAM scores before random assignment was a positive and significant predictor of achievement differences when classrooms were assigned randomly.

A limitation of value-added models is that they can only incorporate factors affecting student achievement growth for which data are available. For example, we currently lack information on other interventions that students might be participating in (during the school year or in summer school) that may help raise their test scores. If some students are receiving additional instruction in reading or math, any effect of that additional instruction would be mistakenly attributed to the classroom teacher. Because PPS plans to keep centralized data on participation in interventions, future VAM estimates will be able to factor out the effects of the interventions along with the other characteristics included in the model.

We also lack information about variations in the number of hours of instruction in particular subjects. The models do not currently account for the fact that some teachers or schools may spend more time, for example, on social studies than do other teachers or schools. To the extent that time allocations are determined by teachers or schools within the context of a fixed instructional day, it may be appropriate to ignore these differences in the VAM calculations, because the allocation of time is part of what determines effectiveness.

Ignoring differences in available resources is potentially more problematic if the differences are outside the control of a teacher or school. We do not, for example, adjust results for Pittsburgh's Accelerated Learning Academies, which have more total instructional time than other schools. Similarly, we do not adjust results based on differences in teacher experience or teacher salary. PPS may wish to consider future supplemental analyses that account for these kinds of differences in resources across schools and teachers, thereby producing complementary VAM estimates that implicitly seek to compare value-added per dollar or value-added per hour.

## B. Shrinkage Procedure

After estimating the value-added model, we use a shrinkage procedure to minimize the possibility that teachers with imprecise estimates (e.g., those with relatively small numbers of students) are over-represented among high-performing and low-performing teachers. The point of using this approach is to avoid overestimating the importance of teacher effects that we might reasonably suspect to be noisy. Shrinkage procedures are used regularly in value-added applications
in education. ${ }^{8}$ The procedure weighs information from two sources: information available on a specific teacher and on all teachers. If a teacher estimate is based on a large number of students, more weight goes to the information about the individual teacher, and vice versa. The procedure assumes that a teacher is an "average" teacher until more precise evidence allows us to revise that assumption. Following the shrinkage procedure, we further address the potential for noise by dropping teacher effects based on 10 or fewer students, and then center the remaining estimates on a zero value. This final step means that the average teacher in Pittsburgh has a value-added estimate of zero.

## C. Model Modifications for Outcomes Other Than Math and Reading

Unlike reading and math, social studies is not tested in multiple successive grades in Pittsburgh. Prior scores must therefore use different subjects. For 9th grade civics we use the 8th grade reading PSSA as the prior score control under the assumption that reading PSSA measures a prior skill that is as similar as possible to skills needed for social studies. Similarly, we use the $7^{\text {th }}$ grade PSSA in reading for the CBA U.S. history outcome in grade 8. Both of these outcomes include a score control in a different subject as well.

Prior year scores in science for science outcomes are sometimes, but not always, available. We include a control for the prior year score when one is available (e.g. control for life science CBA in grade 8 PSSA science model) and use a similar strategy as outcomes in social sciences when one is not available. For example, in the case of the PSSA science in grade 4, we control for grade 3 PSSA scores in math and reading as we do for other VAMs in elementary grades. Finally, we treat the PSSA writing assessment like the PSSA reading in that it applies directly to reading teachers. As such, we use the use the prior year reading score as the same-subject control in models describing writing performance.

Attendance and credits earned are examined in the school (or PRC cohort) value-added models (described in Chapter IV), but not in the teacher value-added models, because we assume they cannot be attributed to individual teachers.

## D. Results

The results for elementary school teachers for one- and three-year models are displayed in Table III.1. Overall the three-year model uses more data on students to estimate the teacher VAMs which results in lower average standard error estimates and a higher fraction of teachers statistically distinguishable from average. This general outcome is consistent with what we found in the August report (Lipscomb, Gill, and Booker, 2010). This comes at the cost of producing estimates for fewer teachers, however, since we require teachers to have three years of data under the extended model. As indicated in Table III.1, the number of teachers for whom three-year estimates can be calculated is typically slightly less than half the number of teachers for whom one-year estimates can be calculated.

[^5]On average, using a 95 percent confidence interval, we can distinguish $35 \%$ of teachers from average in the one-year model and $45 \%$ in the three-year model. The year-to-year correlations of teacher effects are reasonably high and positive, with most correlations significantly different from zero. The within-teacher correlations across outcome measures are displayed in Appendix Table A.1. Overall the correlations are positive, indicating that if an elementary school teacher is successful at improving student test scores in one subject, that he or she is likely to be successful in other subjects as well.

Table III.1. Teacher VAM results for grades 4 to 5, by outcome

| Outcome | Grades | Adj. Rsquared | Students | Teachers | SD of Teacher Effects | Mean Standard Error | Statistically Significant Effects (95\% $\mathrm{Cl})$ | Year- toYear Correlation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| One- Year Model (2009-10) |  |  |  |  |  |  |  |  |
| PSSA math | 4-5 | 0.78 | 3436 | 101 | 0.20 | 0.09 | 0.35 | 0.53 |
| PSSA reading | 4-5 | 0.74 | 3437 | 119 | 0.18 | 0.11 | 0.24 | 0.17 |
| PSSA science | 4 | 0.71 | 1737 | 44 | 0.18 | 0.09 | 0.30 | 0.62 |
| PSSA writing | 5 | 0.48 | 1682 | 58 | 0.37 | 0.16 | 0.43 | 0.45 |
| Three- Year Model (2007-08 to 2009-10) |  |  |  |  |  |  |  |  |
| PSSA math | 4-5 | 0.76 | 10391 | 50 | 0.20 | 0.06 | 0.48 | $\mathrm{n} / \mathrm{a}$ |
| PSSA reading | 4-5 | 0.74 | 10382 | 56 | 0.14 | 0.07 | 0.29 | n/a |
| PSSA science | 4 | 0.69 | 5066 | 21 | 0.14 | 0.06 | 0.38 | $\mathrm{n} / \mathrm{a}$ |
| PSSA writing | 5 | 0.49 | 5132 | 30 | 0.33 | 0.14 | 0.50 | n/a |

Bold indicates that year-to-year correlations are statistically different from zero using a 95 percent confidence interval.

The results for middle school teachers are displayed in Table III.2. The table includes more outcome measures because CBAs in multiple subjects were given to middle school children. We have CBA and SRI data only for 2009-10, however, so year-to-year correlations are produced only for the PSSA scores. Overall the year-to-year correlations are large and positive. The three-year model at the middle school level provides increases in precision over the one-year model, similar to elementary school results. On average we can distinguish $35 \%$ of teachers from average in the oneyear model and $48 \%$ of teachers from average in the three-year model. The within-teacher correlations across outcome measures, for teachers who have more than one student assessment associated with their work, are displayed in Appendix Table A.3. At the middle school level teachers become compartmentalized and are likely to teach only one subject. Therefore correlations are only available across outcome measures in the same subject area.

Table III.2. Teacher VAM results for grades 6 to 8, by outcome

| Outcome | Grades | Adj. Rsquared | Students | Teachers | SD of Teacher Effects | Mean Standard Error | Statistically Significant Effects | Year- toYear Correlation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| One- Year Model (2009-10) |  |  |  |  |  |  |  |  |
| PSSA math | 6-8 | 0.83 | 4780 | 93 | 0.17 | 0.07 | 0.38 | 0.64 |
| PSSA reading | 6-8 | 0.77 | 4779 | 140 | 0.11 | 0.08 | 0.13 | 0.43 |
| PSSA science | 8 | 0.77 | 1514 | 29 | 0.11 | 0.08 | 0.10 | 0.24 |
| PSSA writing | 8 | 0.62 | 1597 | 44 | 0.25 | 0.13 | 0.34 | 0.78 |
| CBA math | 6-8 | 0.52 | 3668 | 82 | 0.40 | 0.14 | 0.51 | n/a |
| CBA English | 6-8 | 0.60 | 3655 | 99 | 0.22 | 0.13 | 0.22 | n/a |
| CBA earth science | 6 | 0.69 | 1365 | 33 | 0.47 | 0.13 | 0.64 | $\mathrm{n} / \mathrm{a}$ |
| CBA life science | 7 | 0.71 | 1383 | 31 | 0.34 | 0.13 | 0.48 | $\mathrm{n} / \mathrm{a}$ |
| CBA physics | 8 | 0.67 | 1438 | 28 | 0.31 | 0.13 | 0.32 | $\mathrm{n} / \mathrm{a}$ |
| CBA US history | 8 | 0.69 | 1389 | 26 | 0.38 | 0.12 | 0.50 | $\mathrm{n} / \mathrm{a}$ |
| SRI | 6-8 | 0.65 | 3310 | 117 | 0.24 | 0.13 | 0.32 | $\mathrm{n} / \mathrm{a}$ |
| Three-Year Model (2007-08 to 2009-10) |  |  |  |  |  |  |  |  |
| PSSA math | 6-8 | 0.82 | 15318 | 50 | 0.15 | 0.04 | 0.52 | $\mathrm{n} / \mathrm{a}$ |
| PSSA reading | 6-8 | 0.77 | 15277 | 84 | 0.11 | 0.05 | 0.36 | n/a |
| PSSA science | 8 | 0.74 | 5007 | 16 | 0.13 | 0.05 | 0.56 | $\mathrm{n} / \mathrm{a}$ |
| PSSA writing | 8 | 0.60 | 5082 | 26 | 0.29 | 0.08 | 0.73 | n/a |

The results of the teacher VAMs at the high school level are displayed in Table III.3. These results include only one year of teaching; most of the assessments have not been in place for three years. With one year of teaching, we can distinguish $16 \%$ of teachers from average across all assessments. The year-to-year correlations in teacher effects appears to be somewhat lower than at the middle or elementary school level, but care should be taken in interpreting these results. We have data on many fewer teachers at the high school level than we do at the lower grades, which leads to imprecise measures of the year-to-year correlations of effects. We do not report a table of within teacher correlations of effects across outcome measures due to the small sample sizes associated with these statistics. When we use additional data on teachers in the two year model the precision of our estimates increases and we are able to distinguish a larger fraction of teachers from average.

Table III.3. Teacher VAM results for grades 9-11, by outcome and year

| Outcome | Adj. Rsquared | Number of Students | Number of Teachers | SD of Teacher Effects | Mean Standard Error | Fraction Statistically Significant Effects | Year- toYear Correlation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Grade 9 (2009-10) |  |  |  |  |  |  |  |
| CBA Algebra AB- BC | 0.53 | 255 | 11 | 0.42 | 0.65 | 0.09 |  |
| CBA Algebra I | 0.48 | 544 | 16 | 0.11 | 0.18 | 0.00 | 0.14 |
| CBA Biology | 0.58 | 1034 | 21 | 0.55 | 0.14 | 0.62 | 0.77 |
| CBA Civics | 0.54 | 954 | 21 | 0.23 | 0.16 | 0.24 | 0.65 |
| CBA English I | 0.54 | 888 | 24 | 0.27 | 0.19 | 0.17 | -0.24 |
| SRI (Dec/ May) | 0.68 | 916 | 32 | 0.37 | 0.18 | 0.25 |  |
| Grade 10 (2009-10) |  |  |  |  |  |  |  |
| CBA Chemistry | 0.53 | 775 | 17 | 0.42 | 0.15 | 0.35 |  |
| CBA English II | 0.57 | 761 | 21 | 0.25 | 0.16 | 0.19 |  |
| CBA Geometry | 0.67 | 657 | 22 | 0.39 | 0.18 | 0.41 |  |
| CBA History | 0.45 | 665 | 18 | 0.33 | 0.17 | 0.33 |  |
| SRI (Sept)* | 0.49 | 587 | 25 | 0.17 | 0.18 | 0.04 |  |
| PSAT Math* | 0.71 | 1000 | 39 | 0.13 | 0.14 | 0.00 | 0.05 |
| PSAT Reading* | 0.63 | 998 | 33 | 0.02 | 0.07 | 0.00 | 0.37 |
| PSAT Writing* | 0.59 | 982 | 33 | 0.08 | 0.11 | 0.00 | 0.73 |
| Grade 11 (2009-10) |  |  |  |  |  |  |  |
| CBA Algebra 2 | 0.62 | 583 | 27 | 0.58 | 0.24 | 0.52 |  |
| PSSA Math | 0.69 | 622 | 25 | 0.18 | 0.16 | 0.08 |  |
| PSSA Reading | 0.64 | 725 | 31 | 0.05 | 0.12 | 0.00 |  |
| PSSA Writing | 0.37 | 700 | 31 | 0.27 | 0.24 | 0.10 |  |
| Two Year Model (2008-09 and 2009-10) |  |  |  |  |  |  |  |
| CBA Algebra I | 0.55 | 1490 | 7 | 0.27 | 0.11 | 0.57 |  |
| CBA Biology | 0.58 | 1801 | 10 | 0.42 | 0.10 | 0.80 |  |
| CBA Civics | 0.51 | 1992 | 14 | 0.26 | 0.10 | 0.43 |  |
| CBA English I | 0.52 | 1844 | 10 | 0.15 | 0.10 | 0.30 |  |
| PSAT Math* | 0.70 | 2133 | 18 | 0.08 | 0.09 | 0.06 |  |
| PSAT Reading* | 0.63 | 2116 | 14 | 0.07 | 0.08 | 0.07 |  |
| PSAT Writing* | 0.60 | 2073 | 14 | 0.11 | 0.09 | 0.21 |  |

## E. Additional Modifications and Sensitivity Analyses

In this section, we consider variations on the benchmark VAMs described above both to evaluate their quality of fit to the data and to weigh the benefits and costs of alternative approaches. In the previous report, we conducted a sensitivity analysis that averaged impact estimates for each teacher across multiple student years (i.e., multiple years of teaching). We found that this improved the precision of the results, making it possible to identify high- and low-performing teachers with greater confidence. Using a three-year rolling average involves a tradeoff in the timeliness of the estimates, so PPS may want both one-year and three-year estimates. The one-year estimate would provide a snapshot of the most recent year of teaching while the three-year estimate would provide a more stable long-term assessment of teacher performance that is likely to be better suited to highstakes decisions.

Below we describe additional sensitivity analyses related to the inclusion of additional baseline scores (beyond the first two); the omission of control variables for student race/ethnicity; and the inclusion of school effects.

## Sensitivity to inclusion of additional scores for students as control variables

We attempted in August to measure gains in estimate validity and reliability versus costs in terms of reduced sample by adding additional pretest controls for each student to teacher VAMs in grades 4 to 8 (Lipscomb, Gill, and Booker, 2010). Those analyses found very high correlations among teacher effects and minimal changes to precision, and so we concluded that using two baseline scores did not perform measurably worse relative to a model with more control variables and it preserved students in the sample who do not have more than two prior scores. Nonetheless, there remains a possibility that a small amount of bias is introduced by having two prior scores rather than three or more, so we examined the issue further

We have now considered two additional possibilities related to the general issue of involving more than two scores while maintaining sample size. The first was the potential to include an indicator variable to designate when students are missing a prior score (and replacing the missing score with a specific value like -99). We concluded, however, that this model may actually introduce substantial bias (see Jones 1996).

The second strategy was to include a contemporaneous score in a different subject along with the two prior scores, for teacher VAMs in departmentalized grades. We expected that this approach might improve the validity and reliability of the estimates with minimal loss of sample size. In middle school grades, this appears to be the case. However, we found at the high school level that problems associated with missing data and students taking courses out of grade often led to dramatically reduced sample sizes when contemporaneous scores are added.

Table III. 4 illustrates this problem by presenting contrasting results for the 2009 CBA Algebra II and CBA English II. For the Algebra II VAM we used the PSSA reading as a contemporaneous control. Missing data on the PSSA exam caused us to lose approximately 100 students from our sample, reducing the size from 27 teachers and 583 in the main results to 24 teachers and 479 students. This loss in sample size also caused a reduction in the precision of our estimates; the average standard error increased from 0.24 in the main results to 0.27 in the baseline VAM in the current baseline specification. Ultimately, adding the additional contemporaneous score did not appear to affect the results much. The teacher effects were almost perfectly correlated with and without the additional score, and including the additional score did not show that we had falsely distinguished any teachers from average in the baseline specification.

When we performed the check for the English II exam using the CBA Geometry score as an additional control, the loss in sample size was even greater than in the previous specification. Due to missing data and a large number of students taking Geometry in the 9th or 11th grades, we did not have contemporaneous score data for many students from the original 10th grade English II CBA analysis. Only 555 students and 18 teachers were included in the English II CBA sensitivity analysis whereas 761 students and 21 teachers were included in the benchmark results. The average standard error of the teacher effects also grew relative to the benchmark model. This loss of precision contributed to identifying only $11 \%$ of teachers as distinguishable from average whereas we distinguished $19 \%$ in the main specification. As a result of the loss of sample size and precision from including a contemporaneous score for most of the outcomes of interest, and because the results are
otherwise almost identical with and without the additional control, we chose to omit contemporaneous scores in the remainder of the analyses.

Table III.4. VAMs including an additional contemporaneous control score

|  | CBA Algebra II 2009 |  | CBA English II 2009 |  |
| :--- | :--- | :--- | :--- | :--- |
|  |  | Additional |  | Additional <br> Score |
| 1- Year Model (2009-10) |  |  |  |  |
| Standard deviation of teacher effects | 0.70 | 0.69 | 0.23 | 0.24 |
| Mean standard error | 0.27 | 0.26 | 0.19 | 0.19 |
| Fraction distinguishable from average | 0.58 | 0.58 | 0.11 | 0.11 |
| Statistically above- average effects | 0.25 | 0.25 | 0.06 | 0.06 |
| Statistically below- average effects | 0.33 | 0.33 | 0.06 | 0.06 |
| Number of students | 479 |  | 555 | 18 |
| Number of teachers | 24 |  |  |  |
| Correlations Between Estimates |  |  | 0.99 |  |
| Within teacher correlation | 1.00 |  | 0.00 |  |
| False positive rate for above- average effects | 0.00 |  |  |  |
| False positive rate for below- average effects | 0.00 |  |  |  |

Note: $\quad$ The score on PSSA reading is added as an additional contemporaneous control score in the Algebra II VAM. The geometry CBA is added as an additional contemporaneous control score in the English II CBA VAM. The samples consist of students in the Baseline and Additional Score regressions (the sample size is lower than in the main results because of missing data on the additional score in each VAM). The false positive rates assess whether the application of a 95 percent confidence interval to the baseline model identifies teachers who would not be identified using a 90 percent confidence interval and an additional contemporaneous score.

## Exclusion of race/ethnicity coefficient

Our prior report (Lipscomb, Gill, and Booker, 2010) found that race-ethnicity was among the factors explaining a statistically significant part of the variation in student achievement in Pittsburgh. For example, the models predicted higher achievement scores for white students than for black students even controlling for other factors. Our baseline VAMs included race-ethnicity indicators because these variables improve the explanatory power of the models. We acknowledge, however, that the data only indicates that an achievement gap by race exists, not its source. If the estimates on these variables are measuring the influence of unobserved factors outside of classrooms and schools like differences in community background characteristics, including student controls for raceethnicity provides a more rigorous design for estimating the contributions of teachers and schools. If race is a proxy for other kinds of disadvantage that we cannot measure, then excluding race from the VAMs would implicitly penalize teachers and schools with above-average proportions of African-American students (and conversely inflate the VAM estimates of teachers and schools with below-average proportions of African-American students).

If, on the other hand, the race-ethnicity controls are measuring the influence of factors under the control of the teacher or school-i.e., if African-American students are doing worse because their teachers and schools are not teaching them as well as they are teaching white students-then including race as a control variable would be a mistake.

We performed sensitivity analyses on the inclusion and exclusion of controls for race in the teacher VAMs to better understand the extent to which these variables affect the teacher estimates themselves. Table III. 5 displays results for grades 4-8 (one-year model). The distribution and mean standard error of the estimates are indeed quite similar with and without the inclusion of race controls. In addition, similar fractions of teachers are distinguishable from average in the two specifications and the within-teacher correlations are at least 0.97 across subjects. ${ }^{9}$

Table III.5. Grades 4-8 VAMs for grades 4-8 that include and exclude race controls

|  | PSSA Math |  | PSSA Reading |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Baseline | Excluding <br> Race | Baseline | Excluding <br> Race |
| Standard Deviation of Teacher Effects | 0.19 | 0.18 | 0.16 | 0.15 |
| Mean Standard Error | 0.08 | 0.08 | 0.10 | 0.10 |
| Statistically Significant and Above- Average | 0.16 | 0.14 | 0.12 | 0.11 |
| Statistically Significant and Below- Average | 0.16 | 0.18 | 0.11 | 0.12 |
| Within Teacher Correlations | 0.98 |  | 0.98 |  |

Note: Models include prior scores, student characteristics, and classroom characteristics. Models that exclude race controls omit them at the student and classroom levels. Statistically distinguishable is defined using a 95 percent confidence interval. The models include 192 teachers in math and 259 teachers in reading.

Excluding the race controls seems to have a comparably stronger effect on results at the high school level. Table III. 6 shows findings for the Civics and English I CBAs. The within-teacher correlation of the estimated effects is as low as 0.90 and the rate at which teachers are falsely distinguished from average is as high as $50 \% .10$ These statistics provide some evidence that—at least at the high school level-race variables should be included in the estimation to avoid biasing the teacher effect estimates. ${ }^{11}$

[^6]Table III.6. High school teacher VAMs including and excluding race controls

|  | CBA Civics 2008 |  | CBA English I 2009 |  |
| :--- | :---: | :---: | :---: | :---: |
|  |  | Baseline | Excluding <br> Race | BaselineExcluding <br> Race |
| 1- Year Model (2009-10) |  |  |  |  |
| Standard deviation of teacher effects | 0.22 | 0.21 | 0.27 | 0.26 |
| Mean standard error | 0.15 | 0.13 | 0.19 | 0.17 |
| Fraction distinguishable from average | 0.17 | 0.30 | 0.17 | 0.29 |
| Statistically above- average effects | 0.13 | 0.17 | 0.08 | 0.17 |
| Statistically below- average effects | 0.04 | 0.13 | 0.08 | 0.13 |
| Number of students | 1045 |  | 888 |  |
| Number of teachers | 23 |  | 24 |  |
| Correlations Between Estimates |  |  |  |  |
| Within teacher correlation | 0.90 |  | 0.95 |  |
| False positive rate for above- average effects | 0.25 |  | 0.25 |  |
| False positive rate for below- average effects | 0.50 |  | 0.00 |  |

Note: The comparison and baseline groups include the same sets of students. The models excluding race controls exclude the controls both at the student and classroom level. The false positive rates assess whether the application of a 95 percent confidence interval to the model excluding race identifies teachers who would not be identified using a 90 percent confidence under the baseline model.

## School variables in teacher VAMs

One way to account for unobserved characteristics of schools that can potentially affect student achievement growth is to control for the school the student attends by including school indicator variables, also known as school fixed effects. Using this approach means that all comparisons are made within schools, with differences in student achievement growth across schools absorbed by the school fixed effects. Alternatively, excluding school-level variables from the regressions means that the effect that schools have on student growth is included in the teacher effects. This means that teachers teaching at good schools will have an advantage in the sense that their estimated effects will be higher than similar teachers who teach at lower quality schools.

Including school fixed effects may not necessarily be desirable, however, when the results of the teacher VAMs are being used to evaluate teachers and determine performance bonuses. When we include school effects we are implicitly comparing teachers directly to other teachers within the same school rather than to other teachers in the district. Therefore an above average teacher who is not quite as good as his/her colleagues at a very high performing school could actually be estimated to be below average in a model with school fixed effects. This would be especially undesirable if part of the unobservable reason a school is high performing is the positive effect generated by having many good teachers.

An alternative method to including school fixed effects that still accounts for the impact schools have on student achievement is to include school level observable characteristics in the VAM. Examples of such school level observable characteristics are the fraction of students eligible for free or reduced price lunches or the fraction of students with disabilities. Including school observables separates some of the school influences on student achievement from the teacher VAM estimates to give a more accurate depiction of teacher effectiveness. However, other school level
factors could still be influencing student achievement and therefore biasing teacher effects. The choice about which school level variables (if any) will be determined in part by the previously mentioned tradeoffs but also by the availability of sufficient data to identify the coefficients on the school variables.

With only one year of data we cannot separately identify school level variables from teacher level variables. Because our goal is to estimate a teacher VAM, in this case where we have only one year of data we need to exclude all school level variables form the regression.

If we include more than one year of data in the VAM it becomes possible to identify both school fixed effects and school observable characteristics. Depending on the amount of variation in the data, however, identification may be weak. School fixed effects would be identified by teachers transferring from one school to another to another across years. Given the short nature of our panel on teachers in Pittsburgh, it is unlikely that we would have enough teacher transfers for reliable identification. The effect of school observables, by contrast, would be identified by changes in the characteristics within a school over time. However, a variable like the fraction of students with disabilities is unlikely to vary much from year to year, leading to problems with weak identification.

It should be noted that once we control for student characteristics, prior scores, classroom average characteristics, and teacher effects, it is possible that schools do not have a substantial additional impact on student achievement. We can get an idea of the magnitude of the impact of omitting school effects in our teacher VAMs by examining the change in standard deviation of teacher effects after subtracting off the within-school average teacher effect from our estimates. We therefore took the VAM estimates from the basic one-year model estimated earlier and subtracted the within-school average teacher effect from each teacher effect. ${ }^{12}$ Mechanically, this has the intended effect of comparing teachers to the average teacher in their school. Table III. 7 (reproduced from our August report) compares the resulting distributions "with" and without school effects for 2006-07, 2007-08, and 2008-09. ${ }^{13}$

Table III.7. Standard Deviation of Teacher VAM Estimates "with" and without School Effects

|  | Math |  | Reading |  |
| :--- | :---: | :---: | :---: | :---: |
|  | No School Effects | "With" School Effects | No School Effects | "With" School Effects |
| $2008-09$ | 0.18 | 0.15 | 0.18 | 0.16 |
| $2007-08$ | 0.19 | 0.15 | 0.14 | 0.12 |
| $2006-07$ | 0.19 | 0.15 | 0.17 | 0.14 |

Note: Models without school effects compare teachers to the average teacher in Pittsburgh. Models "with" school effects compare teachers to the average teacher in their school.

The findings indicate that 65 to 80 percent of the variation in teacher effectiveness in Pittsburgh is within schools rather than across schools. In other words, the variation in value-added is larger

[^7]among teachers than it is among schools. ${ }^{14}$ We see this because the standard deviation of the VAM estimates after adjusting for school effects is not much lower than it is without adjusting for school effects. Given the discussion above, the 20 to 35 percent of the variation that is across schools is best viewed as an upper bound on the amount of the variation attributed to teachers in our benchmark VAM that actually is due to unobserved school-level factors.

Table III. 7 is consistent with prior research that finds greater variance in value-added at the teacher level than at the school level (Hanushek and Rivkin, 2010). For example, Aaronson, Barrow, and Sander (2007) find that the standard deviation of math teacher effects drops from 0.24 to 0.19 when school effects are included. Similarly, Kane and Staiger (2008) find that the standard deviation of math teacher effects drops from 0.231 to 0.219 in math and from 0.184 to 0.175 in reading.

Given the short length of time for which we observe teachers, we will not be able to include school fixed effects in the analysis. Before any results are released next spring, we will examine the extent to which sufficient variation exists in the school observables for us to include them in the model. We will also explore an alternative method of taking into account school observable characteristics. This method consists of first estimating the VAM without school observables, then regressing the teacher effects on the school observable characteristics, then using the residuals from this regression as our estimates of the teacher effects. We will explore the sensitivity of the results to the use of this method and to the inclusion of school observables directly by comparing these teacher effects to those estimated without school observables.

## Ceiling effects and nonlinearities

Some teachers in Pittsburgh may have classes with unusually large or small fractions of high achieving students. The effects we estimate for these teachers in our VAMs will be unbiased as long as we adequately control for the prior year achievement scores of the students in the class. In our main VAM specifications we assume that a student's current year performance is a linear function of his or her prior year performance.

If a large fraction of students achieve a perfect score on the test, this can pose a problem for estimation of teacher effects because a student cannot improve upon a perfect score, so a teacher cannot be expected to increase this student's achievement. This violation of linearity will only pose a problem for the estimation of teacher effects if high achieving students are concentrated in certain classes.

Fortunately for our purposes, none of the assessments we examine appear to exhibit strong ceiling effects (with the exception of the attendance measure which will be discussed in the following chapter). Even if ceiling effects were to exist, some existing research (Koedel and Betts 2010) shows that moderate levels of these effects do not have a large impact on the teacher VAM estimates. Koedel and Betts used actual data from a school district and simulated different levels of test ceiling levels to examine the impacts on estimated teacher effects. They found that even when $15 \%$ of student test scores are at the maximum level, the correlation between teacher effects estimated in the restricted model and model with no ceiling effects is 0.97 .

[^8]Even if ceiling effects are not a problem in the data, it could still be possible that there is a nonlinear relationship between prior year and current year test scores. It could be the case that it is harder for a student near the high end of the distribution to improve his or her achievement relative to a student in middle of the distribution. If this were true it would introduce bias in our teacher effect estimates because we would over-predict the current year scores of the high achieving students (and under-predict the scores of the lower achieving students) as a result of the linearity assumption. The linearity assumption can easily be relaxed, however, by allowing current year test scores to be a polynomial function of prior year scores. We examined the changes in the estimates when we allow for current year scores to be a cubic function of prior year scores (results not reported). The teacher effects are very similar whether or not the cubic controls are included, with correlations often higher than 0.99 . We did, however, find that in some cases the polynomial terms were significantly different from 0 , indicating that there is in fact a non-linear relationship between current year and prior year scores. We will therefore include polynomial terms in all of our future VAMs (even though the bias introduced by excluding them is quite small).
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## IV. SCHOOL VALUE- ADDED STATISTICAL MODELS AND RESULTS A. Estimation Equation for Calculating School Effects within Pittsburgh

The VAMs for estimating school effects resemble the teacher model described in Chapter II. The model used for school-level value-added in grades 6-10 is the following:

$$
A_{i, j, y}=\sum_{j=1}^{J} \beta_{j} A_{i, j, y p}+X_{i, j, y} \gamma+D_{i, y} \delta+e_{i, j, y}
$$

$A_{i j, t}$ is the achievement test score for student $i$ in subject $j$ in year $y$ and $A_{i j, j p}$ is the score prior to entering the grade range, i.e., a fifth-grade score for students in grades 6-8 or an eighth-grade score for students in grades 9-10. We normalize test scores using the annual district-wide or statewide average and standard deviation in each subject and grade level. $X_{i j, j}$ is the same set of control variables as used in the teacher model described in Chapter III, $D_{i, j}$ is a set of school variables, and $e_{i, j, j}$ is the error term. ${ }^{15}$ The coefficients $\beta, \gamma$, and $\delta$ capture the estimated relationships between PSSA subject scores and each respective variable, controlling for other factors. Standard errors adjust for clustering at the student level.

The school dosage variables are calculated similarly to the teacher dosage variables. Each variable equals the fraction of the year student $i$ was taught at a given school. The dosage value of any element of $D_{i, y}$ is zero if student $i$ was not taught at that school. Because schools are unlikely to have an appreciable educational impact on students who are enrolled only briefly, the dosage variable is also set to zero for students spending less than two weeks enrolled at a school and to one for students spending all but two weeks enrolled at a school.

The dosage variables sum to one for students enrolled in PPS schools for the entire year. Like the teacher VAM, we include a "residual school dosage" term that equals $1-\Sigma_{s} D_{s}$, where $\Sigma_{s} D_{S}$ for a given student is the sum of dosage variables across all schools. The residual school dosage variable accounts for any part of the school year that students spend enrolled outside of PPS. By including this term in the VAM and by excluding the constant, the school value-added estimates can be measured relative to the average school in Pittsburgh. These measures are elements of the vector $\delta$, which are the coefficients on $D_{i,}$.

The school VAM makes the same assumptions as the teacher model and has similar limitations. Specifically, we assume that the assignment of students to schools is functionally random conditional on the included control variables. In addition, we interpret the estimates on the dosage variables as the actual contributions of schools to student achievement growth relative to the contribution of the average school in the district. Like the teacher VAM, we can only incorporate factors into the model that are observable in the data. School VAM estimates may suffer from bias due to omitted variables

[^9]if they do not adequately control for the influence of any unobserved factors that vary across the communities that schools serve.

We apply the shrinkage procedure from Chapter III to ensure that schools with imprecise VAM estimates are not over-represented among high-performing and low-performing schools. The procedure works the same way as it does for teachers, by weighing information on a specific school and on all schools. If a school estimate is based on a large number of students, more weight goes to the information about the individual school, and vice versa. We then center the VAM estimates on a zero value.

The VAM for grades 4 and 5 differs slightly from the VAM described above, and more directly mimics the teacher VAM. Unlike in middle schools and high schools, in K-5 and K-8 schools there is no "pre-treatment" measure of student achievement-we have no information on students' achievement levels prior to entering kindergarten. As an alternative, the models for school value added in grades 4 and 5 rely on the preceding year's scores (from grades 3 and 4) for baseline purposes, just as the teacher models do. Later in the chapter we discuss sensitivity analyses at the middle and high school levels that examine whether using last year's score produces results similar to using pre-entry scores. We find that results using last year's scores are strongly correlated with results using pre-entry scores, suggesting that using last year's scores is a reasonable alternative method for grades 4 and 5. Nonetheless, this does not address the absence of any value-added measures for grades K-3. In the next section we discuss planned exploratory analyses that will attempt to assess early elementary achievement trajectories using DIBELS data from kindergarten for baseline purposes.

## B. Possible Modification for Elementary Grades

With standardized testing beginning in grade 3, we have no information about value added during the first four years of schooling (grades K-3). This will improve slightly with the deployment of a standardized test at grade 2 , but will still leave much of elementary-school instruction outside the realm of value-added modeling. We are therefore exploring another method of examining achievement trajectories in grades $\mathrm{K}-3$, described here.

The Dynamic Indicators of Basic Early Literacy Skills (DIBELS) are a set of tests designed to be given to students between kindergarten and 6th grade to assess their progress in learning to read. We have data on DIBELS scores from 2004-2009 in Pittsburgh given to students between kindergarten and 3rd grade. We are planning to use this data to run school level VAMs to assess the effectiveness of schools at improving student reading ability through the 3rd grade. This will be an interesting addition not only to the PPS project but to the literature on VAMs in general, because the earliest most schools have standardized testing available is the end of 3rd grade.

We do not anticipate incorporating the DIBELS-based models into overall assessments of value-added in future years, because DIBELS results are too easily biased when high stakes are attached. They are administered and scored by individual teachers, creating a conflict of interest if stakes are attached. We therefore do not recommend using DIBELS results as baseline achievement measures for future analyses, whether for teacher- or school value-added estimates. (This might merit reconsideration if in the future the district found a way to have DIBELS assessments administered by central office staff rather than classroom teachers.) Nonetheless, an examination of DIBELS-based value-added retrospectively may provide useful information about ways to use PSSA scores in grades 3-5 to assess value added across all elementary grades.

In particular, using DIBELS data will allow us to compare the effectiveness of schools at improving student reading ability between kindergarten and 3rd grade with their ability to improve student outcomes in grades $4-5$, and with their results in grade 3 as adjusted by observable student characteristics. This analysis could, in principle, allow us to refine the analysis of results in grades 3-5 so that it better captures K-5 performance.

More specifically, our exploratory, retrospective analysis will make use of several DIBELS assessments. The battery of DIBELS exams consists of five main tests given up to three times per year at various grade levels. The tests are: Initial Sound Fluency (ISF), Letter Naming Fluency (LNF), Phoneme Segmentation Fluency (PSF), Nonsense Word Fluency (NWF), and Oral Reading Fluency (ORF). We will use the scores on the beginning of kindergarten administrations of ISF and LNF as initial conditions and assume that they capture the ability of students prior to entering school. We will use the end of year ORF test in grade 3 as the outcome to assess school effectiveness at increasing student reading achievement in grades $\mathrm{K}-3$. We will then correlate these estimated school effects with those calculated using PSSA scores to measure school effects in grades 4 and 5, and to cross-sectional estimates of 3rd-grade value-added. We will also use the end of year DIBELS assessments in kindergarten, 1st, and 2nd grade to estimate yearly VAMs for schools and examine how well these estimates are correlated across time.

Similar to our other analyses, we will standardize all scores to z-scores by subtracting the mean and dividing by the standard deviation. Since the outcomes of DIBELS tests are often of measured as the number of words a student gets correct in a given time period it is possible that students who are very proficient at reading can produce large outliers which will skew the score distribution. To prevent outliers from having large effects on the results, we will top-code student scores at 3 standard deviations.

## C. Modification for Estimating Value- Added for Student Attendance

The analysis of attendance as an outcome variable differs from the other analyses because there is a substantial fraction of students that are at the upper limit of $100 \%$ (perfect attendance). Approximately $10 \%$ of students have perfect attendance in any given grade or year. If we were to estimate the VAM using OLS the resulting coefficient estimates would be biased by the fact that we are assuming a linear relationship between attendance and the covariates in the regression but the relation can no longer be linear once a student a student achieves perfect attendance.

To eliminate the bias associated with students having perfect attendance we use a Tobit model (Tobin 1958) to estimate the VAM. Let $a_{i}^{*}$ be a latent variable measuring the ability of a student. We observe the attendance record $a_{i}$ which is the fraction of school days that the student is present for. Let us assume that:

$$
a_{i}=\left\{\begin{array}{ccc}
a_{i}^{*} & \text { if } & a_{i}^{*}<1 \\
1 & \text { if } & a_{i}^{*} \geq 1
\end{array}\right.
$$

Let us also assume that the relationship between $a_{i}^{*}$ and the vector of covariates $x_{i}$ is of the form:

$$
a_{i}^{*}=\beta x_{i}+e_{i}
$$

where $e_{i}$ is a normally distributed error term with mean 0 and variance $\sigma^{2}$. The vector of coefficients $\beta$ is estimated through maximum likelihood. The likelihood function in the Tobit model consists of two parts. The first part represents the likelihood that a value of $a_{i}$ is observed that is less than 1 , the second part represents the probability that the upper limit of attendance is reached. The likelihood function is of the form:

$$
\prod_{i=1}^{N}\left[\frac{1}{\sigma} \phi\left(\frac{a_{i}-\beta x_{i}}{\sigma}\right)\right]^{1-I\left(a_{i}\right)}\left[1-\Phi\left(\frac{1-\beta x_{i}}{\sigma}\right)\right]^{I\left(a_{i}\right)}
$$

where $\phi$ and $\Phi$ are the pdf and cdf of the standard normal distribution, $I\left(a_{i}\right)$ is an indicator variable that equals one if the student has perfect attendance, and $N$ is the number of observations.

In the attendance VAMs we control for a student's prior attendance record along with the same additional variables included in the test-score VAMs (including two previous test scores). To allow for the effect of prior year attendance to be nonlinear because of the upper limit of perfect attendance, we add an indicator variable which equals one of the student had perfect attendance in the prior year to the set of covariates.

The VAM results presented in this report do not distinguish between excused and unexcused absences. Although excused and unexcused absences are given separate codes in Pittsburgh's data, initial examination of those data suggested that standards for determining whether an absence is excused or unexcused may vary over time and across the district. Overall rates of absence appear to be more stable over time than rates of excused or unexcused absences. We therefore use the overall rates in the current VAM estimates. Nonetheless, if PPS develops confidence in the consistency of standards for unexcused absences, future analyses could include only those, excluding the excused absences.

## D. Results by Student Outcome

## Results for Grades 4-5

The results of the school level VAMs on data from grades 4 and 5 are presented in Table IV.1. Similar to the results from the teacher VAMs, the school VAMs show increased precision when a multi-year model is used rather than a one-year model. On average $35 \%$ of school can be distinguished from average in the one-year model and $47 \%$ can be distinguished from average in the two-year model. The year-to-year correlations in school effects are generally around 0.5 and significantly larger than zero. Attendance data was only available to us for the 2009-10 school year, so the attendance outcome does not appear in the two-year models.

Table IV.1. School VAM results for grades 4 to 5, by outcome

| Outcome | Grades | Adj. Rsquared | Students | Schools | SD of School Effects | Mean Standard Error | Statistically Significant Effects | Year- toYear Correlation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| One- Year Model (2009-10) |  |  |  |  |  |  |  |  |
| PSSA math | 4-5 | 0.76 | 3461 | 39 | 0.14 | 0.06 | 0.26 | 0.44 |
| PSSA reading | 4-5 | 0.72 | 3462 | 39 | 0.09 | 0.06 | 0.18 | 0.11 |
| PSSA science | 4 | 0.71 | 1757 | 39 | 0.14 | 0.10 | 0.15 | 0.36 |
| PSSA writing | 5 | 0.47 | 1687 | 39 | 0.34 | 0.14 | 0.38 | 0.57 |
| Attendance rate | 4-5 | n/ a | 3480 | 39 | 0.18 | 0.10 | 0.36 | n/a |
| Two- Year Model (2008-09 to 2009-10) |  |  |  |  |  |  |  |  |
| PSSA math | 4-5 | 0.74 | 6970 | 39 | 0.14 | 0.04 | 0.41 | n/a |
| PSSA reading | 4-5 | 0.71 | 6966 | 39 | 0.08 | 0.04 | 0.23 | n/a |
| PSSA science | 4 | 0.69 | 3487 | 39 | 0.18 | 0.07 | 0.49 | n/a |
| PSSA writing | 5 | 0.49 | 3427 | 39 | 0.27 | 0.09 | 0.46 | n/a |

Note: $\quad$ An r-squared value is not calculated in the attendance rate VAM because it uses a different model specification, known as a Tobit model, to adjust for students with perfect attendance (that is, students who are top-coded). Approximately 10 percent of students in the sample have perfect attendance. Correlations in bold are statistically different from zero using a 95 percent confidence interval.

## Results for Grades 6-8

The results from the middle school VAMs are displayed in Table IV.2. The number of schools varies across outcomes because some schools were missing data on CBAs. We again see increases in precision when an additional year of school data is used to estimate the two-year model. The year-to-year correlations in school effects are for the most part positive and significantly different from zero. They tend to be slightly higher than the correlations at the elementary school level. For the most part the fraction of middle schools distinguishable from average is similar to the fraction of distinguishable elementary schools.

The VAM for credits earned is unusual, in that $90 \%$ of schools can be distinguished from average based the credits VAM. This number should be interpreted with caution, however. It is possible that schools simply have different methods of assigning credits to classes and that some schools end up assigning more credits to students than others. The large standard deviation of school effects based on the credits outcome is consistent with this hypothesis. If this is the case we would see large and significant differences in the school effects estimated based on credits even though these schools may not be any better or worse at improving student achievement.

Table IV.2. School VAM results for grades 6 to 8, by outcome

|  |  |  |  |  | SD of <br> School | Mean <br> Standard <br> Error | Statistically <br> Significant <br> Effects | Year-to- <br> Year <br> Correlation |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Outcome | Grades | Adj. R- <br> squared | Students | Schools | Effects |  |  |  |
|  |  |  |  |  |  |  |  |  |
| One- Year Model (2009-10) |  |  |  |  |  |  |  |  |
| PSSA math | $6-8$ | 0.75 | 4520 | 31 | 0.21 | 0.06 | 0.65 | 0.86 |
| PSSA reading | $6-8$ | 0.70 | 4524 | 31 | 0.15 | 0.07 | 0.48 | 0.76 |
| PSSA science | 8 | 0.70 | 1440 | 29 | 0.20 | 0.10 | 0.41 | 0.13 |
| PSSA writing | 8 | 0.57 | 1440 | 29 | 0.24 | 0.12 | 0.41 | 0.50 |
| CBA math | $6-8$ | 0.41 | 3506 | 30 | 0.28 | 0.11 | 0.53 | $\mathrm{n} / \mathrm{a}$ |
| CBA English | $6-8$ | 0.52 | 3480 | 29 | 0.15 | 0.10 | 0.31 | $\mathrm{n} / \mathrm{a}$ |
| CBA earth | 6 | 0.67 | 1479 | 27 | 0.43 | 0.11 | 0.67 | $\mathrm{n} / \mathrm{a}$ |
| science |  |  |  |  |  |  |  |  |
| CBA life science | 7 | 0.68 | 1347 | 29 | 0.35 | 0.13 | 0.38 | $\mathrm{n} / \mathrm{a}$ |
| CBA physics | 8 | 0.61 | 1374 | 29 | 0.29 | 0.13 | 0.31 | $\mathrm{n} / \mathrm{a}$ |
| CBA US history | 8 | 0.63 | 1300 | 27 | 0.36 | 0.13 | 0.52 | $\mathrm{n} / \mathrm{a}$ |
| SRI | $6-8$ | 0.58 | 3153 | 29 | 0.21 | 0.09 | 0.52 | $\mathrm{n} / \mathrm{a}$ |
| Attendance rate | $6-8$ | $\mathrm{n} / \mathrm{a}$ | 4561 | 31 | 0.12 | 0.06 | 0.35 | $\mathrm{n} / \mathrm{a}$ |
| Credits earned | $6-8$ | 0.86 | 4548 | 29 | 0.97 | 0.05 | 0.93 | $\mathrm{n} / \mathrm{a}$ |
| Two- Year Model (2008-09 to $2009-10)$ |  |  |  |  |  |  |  |  |
| PSSA math | $6-8$ | 0.74 | 9321 | 30 | 0.19 | 0.05 | 0.73 | $\mathrm{n} / \mathrm{a}$ |
| PSSA reading | $6-8$ | 0.70 | 9316 | 30 | 0.18 | 0.05 | 0.50 | $\mathrm{n} / \mathrm{a}$ |
| PSSA science | 8 | 0.69 | 2978 | 28 | 0.11 | 0.07 | 0.36 | $\mathrm{n} / \mathrm{a}$ |
| PSSA writing | 8 | 0.56 | 2966 | 28 | 0.22 | 0.08 | 0.46 | $\mathrm{n} / \mathrm{a}$ |

Note: $\quad$ The VAMs produce estimates for 24-30 middle and K- 8 schools depending on the outcome. CBA scores are not available in all schools. An $r$-squared value is not calculated in the attendance rate VAM because it uses a different model specification, known as a Tobit model, to adjust for students with perfect attendance (that is, students who are top-coded). Approximately 10 percent of students in the sample have perfect attendance. Bold indicates that year-to-year correlations are statistically different from zero using a 95 percent confidence interval.

## Results for Grades 9-10

We now turn to the estimates of high school level VAMs. Table IV. 3 summarizes the results. We can distinguish $38 \%$ of high schools from average across all grades and outcomes. The year-toyear correlations in school effects are in general high and positive, although they are imprecisely estimated due to the small number of high schools in our sample ( 9 in most cases). As with the middle-school analyses, a few CBA assessments were entirely missing from a few high schools.

Care should again be taken with the interpretation of the credits outcome, because we cannot be sure that credit-earning is defined consistently across schools. Ensuring a consistent definition will be essential if credits are to be used in future VAMs for high stakes purposes.

Table IV.3. School VAM results for grades 9 to 11, by outcome

| Outcome | Adj. Rsquared | Number of Students | Number of Schools | SD of <br> School <br> Effects | Mean Standard Error | Number of Statistically Significant Effects | Year- toYear Correlation |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Grade 9 (2009-10) |  |  |  |  |  |  |  |
| CBA Algebra I | 0.53 | 540 | 9 | 0.26 | 0.17 | 1 | 0.43 |
| CBA Biology | 0.48 | 794 | 8 | 0.33 | 0.12 | 4 | 0.71 |
| CBA Civics | 0.56 | 958 | 9 | 0.35 | 0.10 | 6 | 0.54 |
| CBA English I | 0.53 | 903 | 8 | 0.12 | 0.09 | 1 | 0.86 |
| SRI (Dec/ May) | 0.60 | 962 | 8 | 0.10 | 0.08 | 1 | n/ a |
| PSAT Math* | 0.71 | 1012 | 9 | 0.09 | 0.07 | 2 | 0.82 |
| PSAT Reading* | 0.66 | 1038 | 9 | 0.10 | 0.07 | 2 | 0.43 |
| Credits | 0.45 | 1335 | 9 | 0.61 | 0.10 | 6 | 0.87 |
| Attendance | 0.40 | 1335 | 9 | 0.30 | 0.10 | 4 | 0.57 |
| Grade 10 (2009-10) |  |  |  |  |  |  |  |
| CBA Chemistry | 0.52 | 801 | 8 | 0.44 | 0.13 | 3 | $\mathrm{n} / \mathrm{a}$ |
| CBA English II | 0.57 | 894 | 9 | 0.07 | 0.08 | 0 | 0.61 |
| CBA Geometry | 0.64 | 790 | 9 | 0.27 | 0.10 | 4 | 0.69 |
| CBA History | 0.42 | 724 | 8 | 0.40 | 0.11 | 6 | 0.09 |
| SRI (Dec/ May) | 0.55 | 745 | 9 | 0.19 | 0.11 | 2 | n/a |
| PSAT Math* | 0.73 | 1023 | 9 | 0.03 | 0.05 | 0 | 0.48 |
| PSAT Reading* | 0.69 | 1041 | 9 | 0.14 | 0.07 | 4 | 0.90 |
| Credits | 0.32 | 1244 | 9 | 0.31 | 0.09 | 3 | 0.72 |
| Attendance | 0.56 | 1244 | 9 | 0.11 | 0.09 | 4 | 0.13 |
| Grade 11 (2009-10) |  |  |  |  |  |  |  |
| PSSA Math | 0.79 | 1112 | 9 | 0.13 | 0.06 | 2 | 0.72 |
| PSSA Reading | 0.76 | 1111 | 9 | 0.10 | 0.05 | 1 | 0.71 |

Note: $\quad A *$ next to a variable denotes that it is assigned to the teachers from the previous grade and year (e.g. PSAT Math is taken in the beginning of Grade 10, so it is assigned to the grade 9 math teacher from the previous year). Year-to- year correlations of teacher effects are presented for outcomes for which we have more than one year of data.

The high-school results are particularly relevant to the design of the formula for awarding bonuses to teams of Promise Readiness Corps teachers who have moved a cohort of entering 9th graders to successful completion of 10th grade and preparation for 11th grade. The results in Table IV.3, indicating that the models explain a substantial amount of variance for all outcomes, and indicating that VAM estimates for most outcomes are stable from year to year, suggest that all of the outcome measures examined in those two grades could contribute to PRC bonus calculationsalthough, as noted in Chapter II, most of them should be re-normed annually rather than benchmarked historically, given instability in scales from year to year.

One complication related to the use of CBAs is that they are not used for all levels of coursework in all subjects. In high-school science and perhaps other subjects, students enrolled in advanced courses (known as CAS courses) do not take CBA assessments. We are now undertaking analyses to assess the extent to which students are exempt from CBAs and how much these exemptions vary across schools.

## Correlation with PVAAS Results

As part of our reporting of school VAM findings, we compare our findings to results for Pittsburgh schools according to the Pennsylvania Value Added Assessment System (PVAAS). PVAAS data, like several of our VAMs, originate from statistical analyses of longitudinally-linked student PSSA scores. The PVAAS model includes data from more prior years than we do but does not control for socioeconomic or demographic factors at any level. The main PVAAS findings indicate how much academic improvement each cohort made at a school since the prior year. We correlate our VAM results with the mean gain over tested grades at each school relative to the state average, as reported by PVAAS.

Table IV. 4 shows the correlation results for school VAMs estimated for grades 4 to 8, which are similar for the most part to findings in our prior report. In each of the last two years, our VAM results have correlated positively with PVAAS estimates. With the exception of the science grade 8 exam in 2009-10, the correlations are large and statistically different from zero. We also find that most of our school VAMs based on PSSA scores in grades 4 to 8 have a moderate level of year-toyear correlation that is comparable to PVAAS. In our prior report, we concluded that PVAAS had a lower degree of year-to-year correlation than our estimates based on analyses just of math and reading scores between 2006-07 and 2008-09. While we see similar results for math and reading using the new year of data as well, PVAAS correlations for writing and science are at least as large as our own. Science in grade 8 also has the lowest degree of intertemporal correlation among our models and is the only set of results where we cannot reject a zero year-to-year relationship.

Table IV.4. Correlation of Mathematica and PVAAS VAM estimates, grades 4 to 8

|  |  | Correlation to PVAAS |  | Intertemporal Correlation |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Grades Included | $2009-10$ | $2008-09$ | MPR | PVAAS |
| Math | $4-8$ | 0.62 | 0.58 | 0.68 | 0.18 |
| Reading | $4-8$ | 0.81 | 0.56 | 0.59 | 0.17 |
| Science | 4 | 0.92 | 0.92 | 0.36 | 0.57 |
| Science | 8 | 0.17 | 0.79 | 0.13 | 0.64 |
| Writing | 5 | 0.94 | 0.68 | 0.57 | 0.54 |
| Writing | 8 | 0.78 | 0.82 | 0.50 | 0.71 |

Note: $\quad$ PVAAS statistic is the mean NCE gain over grades relative to the state (math and reading) or the school effect (science and writing). Because the mean NCE gain over grades includes all grades between 4 and 8 offered at a school, we create a weighted average of VAM scores for K- 8 schools. The weight is 0.4 for the grade $4-5$ score and 0.6 for the grade $6-8$ score. Bold indicates statistical significance using a 95 percent confidence interval.

## E. Composite Value- Added Estimates

For each school in the district, the analyses described above produce multiple VAM measures, from a minimum of four VAM estimates (for K-5 schools) to eleven or more estimates (for high schools). We have also developed composite measures based on an average of VAM estimates across the individual student test outcomes (excluding the non-test outcomes of attendance and credit accumulation).

Composite measures will be meaningful only if there is a component of school performance that is consistent across outcomes. If there is no relationship between school performance in reading
and school performance in math (for example), then composite measures will not provide useful information. In fact, nearly all of the pairwise correlations among value-added estimates for different outcomes are positive, as indicated by the correlation matrices in appendix tables A. 2 and A.4. This suggests that a composite could provide a meaningful measurement of a school's value added across a wide range of student outcomes.

We generated composite measures for each school by estimating the VAMs for each assessment together in one model. We implemented this estimation procedure by grouping the data on each assessment together, fully interacting a dummy variable indicating which assessment the data belonged to with all the right-hand side variables, and running one regression. This method produced numerically equivalent estimates for each assessment as those that were generated when the VAMs were all estimated separately. This method also has the advantage of providing estimates of the covariance of the teacher effects across multiple subjects. These covariance terms are necessary for producing correct standard errors when averaging the teacher effects across the outcome measures to produce the composite estimates. Equal weight was given to each assessment when generating the composite measures.

Composite results for schools by grade level are presented in Tables IV. 5 and IV.6. In most cases, composites have somewhat greater precision than results for individual subjects, as might be expected. But schools are also clustered closer to each other in the middle of the distribution, so the greater precision of the estimates does not necessarily mean we can distinguish more schools from average.

Table IV.5. Composite school VAM results for grades 4 to 8

|  | Adj. R- <br> squared | Total <br> Assessments <br> x Grades | Number <br> of <br> Schools | SD of <br> Teacher <br> Effects | Mean <br> Standard <br> Error | Fraction <br> Statistically <br> Significant <br> Effects |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Composite | 0.70 | 6 |  |  |  |  |
| Grades 4 to 5 | 0.69 | 6 | 39 | 0.12 | 0.05 | 0.44 |
| One-Year Model |  |  |  | 0.10 | 0.04 | 0.44 |
| Two-Year Model | 0.63 | 21 | 29 | 0.14 | 0.04 | 0.48 |
| Grades 6 to 8 | 0.71 | 8 | 29 | 0.18 | 0.05 | 0.66 |
| One-Year Model | 0.71 | 8 | 29 | 0.19 | 0.04 | 0.73 |
| One-Year Model (PSSA only) |  |  |  |  |  |  |
| Two-Year Model |  |  |  |  |  |  |

Note: The composite measure is the weighted average of school effects across assessment outcomes in each grade. For example, in grades 4 to 5 there are six total assessments ( $2 x$ math, $2 x$ reading, $1 x$ science, $1 x$ writing). Composites include PSSA assessment outcomes only, except for the one- year model for grades 6 to 8 . That model also includes CBA and SRI assessments.

Table IV.6. Composite School VAM Results for grades 9 to 11

|  | Adj. R- squared | Total <br> Assessments <br> x Grades | Number <br> of <br> Schools | SD of <br> School <br> Effects | Mean <br> Standard <br> Error | Number of <br> Statistically <br> Significant Effects |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Outcome | 0.62 | 12 | 9 | 0.12 | 0.08 | 2 |
| English | 0.52 | 10 | 9 | 0.38 | 0.13 | 3 |
| Science | 0.49 | 4 | 9 | 0.37 | 0.10 | 6 |
| Social Studies | 0.67 | 3 | 9 | 0.15 | 0.08 | 2 |
| Math |  |  |  |  |  |  |

Note: $\quad$ The composite measure is the equal weighted average of school effects across all outcomes within the subject. For English there are 12 assessments that make up the composite, 10 for math, 4 for social studies, and 3 for science.

These composite results involve equal weight for each outcome measure, but PPS could choose to develop different weights, if it determines that particular outcome measures are of greater policy importance. We also conducted alternate analyses with weights that varied based on the precision of the results for each test-specific VAM. This method provides greater weight to assessments that produce greater precision in the VAM results. We chose not to present those results, however, for two reasons. First, they did not substantially or consistently increase the proportion of schools that could be reliably distinguished from district-wide average performance. Second, they implied the use of weights that might not be consistent with the district's policy preferences (for example, placing a large weight on PSAT scores).

## F. Differentials in School Value- Added by Race

Individual teachers do not serve enough students to allow useful VAM estimates for subsets of student populations, but schools are large enough that it may be possible to examine whether a school's value-added varies for different kinds of students (if the relevant groups of students are large enough). At the request of PPS, we examined the extent to which schools showed significantly different value-added estimates for their white students and African-American students. We found that the school effect estimates across the samples are positively related, with correlations of 0.64 for grades 4-5 and 0.81 for grades 6-8.

For the great majority of Pittsburgh schools, composite value-added estimates did not differ by statistically significant margins for students of different races. As indicated in Table IV.7, in grades $4-5$, only two of 28 schools had value-added estimates that differed significantly by race; this number could have shown differences by chance alone. In grades 6-8, five of 22 schools showed value-added estimates that differed significantly by race. Notably, the differences by race were not always in the same direction: some schools showed higher value-added for African-American students, while others showed higher value-added for white students.

Table IV.7. Two- year composite VAMS by race, grades 4 to 8

\left.|  | Grades 4 to 5 |  | Grades 6 to 8 |  |
| :--- | :---: | :---: | :---: | :---: |
|  | African- | White | African- | White |
|  | American |  | American |  |$\right]$

Note: $\quad$ VAM estimates by race are shown only for schools with more than ten students in the analysis sample in each grade range. This is the same threshold we require on all VAMs.

## G. Modification for Attrition and Dropout in High Schools

In our August 2010 report, we noted that differential rates of attrition (and particularly dropout) from different high schools around the district could produce biased estimates of value added. We found that attrition rates-i.e., the proportion of entering 9th graders who are excluded from VAMs in subsequent years because they do not remain enrolled in Pittsburgh schools-vary widely among the district's high schools. We also found that, in an analysis of 11 th-grade PSSA scores for 2008-09, schools with higher attrition rates tended to have higher estimates for their value-added for the students who remain. This is potentially a problem for the analysis, because it is likely that dropouts were experiencing, on average, lower achievement growth prior to dropping out. In consequence, unadjusted VAM estimates could be biased upward for schools with high dropout rates and downward for schools with low dropout rates.

For this report we have examined the correlation between dropout rates and school effects for each of the Grade 10 and 11 outcome measures in 2009-10, shown in Table IV.8. We continue to observe positive correlations for some outcome measures, particularly the Geometry and History CBAs, and the SRI, but we also observe some negative correlations, including for both Math and Reading Grade 11 PSSA outcomes, and there is no consistent pattern of positive correlations between dropout rates and school performance.

Table IV.8: Correlations of 10 th grade outcome measures with school attrition rates

| Grade 10 and 11 Outcome Measures | Correlation Between School Outcome <br> Measures and School Attrition Rates |
| :--- | :---: |
| Chemistry CBA | 0.35 |
| English 2 CBA | -0.14 |
| Geometry CBA | 0.67 |
| History CBA | 0.55 |
| Grade 10 May SRI | 0.57 |
| PSAT Math | 0.21 |
| PSAT Reading | -0.17 |
| Total Credits | -0.51 |
| Attendance | -0.44 |
| Grade 11 PSSA Math | -0.16 |
| Grade 11 PSSA Reading | -0.31 |

For the grade 10 outcomes where we do observe substantial correlation between the VAM estimates and school attrition rates, Geometry and History CBAs and the SRI, we examined the possibility of using a weighting method to adjust for differential attrition bias. This method is described in the memo we delivered on September 21, and essentially consists of estimating for each student a predicted probability of dropping out; using that predicted dropout probability to create weights for each student so that weighted predicted dropout rates for the students who have not dropped out are the same for each PPS high school; and then running the high school VAM as a weighted regression, giving some students more weight than others in estimating each school's value-added.

Interestingly, using the weighting approach did not consistently reduce the correlations between the school VAM estimates and dropout rates. For the Geometry CBA the correlation fell from 0.67 to 0.35 , for the History CBA the correlation rose from 0.55 to 0.72 , and for the SRI the correlation fell from 0.57 to 0.51 . The fact that the correlations did not fall substantially is likely due to the fact that the weighting adjustment depends on the observable characteristics of students (such as demographics and prior achievement), but students who dropped out are likely different from students who persist in ways that are unobservable. For this reason, and because we do not see evidence of systematic correlations between dropout rates and high school VAM estimates, we do not recommend using the weighting approach to adjust for differential dropout.

We will continue to investigate the issue of differential attrition in subsequent reports. Our briefing on November 30 will include additional information that describes how dropouts differ from other PPS students.

## H. Sensitivity Test: Prior- Year Scores vs. Pre- Entry Scores

In our August report, we discussed how prior-year scores in school VAMs typically are not pretreatment baselines (unlike in teacher VAMs) because most students attended the same school in the prior year. As a result, the baseline scores are not determined outside the model as they are for teachers because schools contribute value added to both baseline and outcome scores. In this section, we conduct a model sensitivity analysis to examine the extent to which using scores that are not pre-treatment scores affects the school VAM estimates. This analysis is motivated by the fact that no pre-treatment scores are available for value-added estimates in elementary grades (because the standardized testing regime begins at grade 3).

Our analysis takes advantage of the fact that scores in grade 5 and in grade 8 are pretreatment baselines for students attending middle and high schools, respectively. We compare models similar to those we presented in August with a specification that instead uses the pre-treatment score regardless of the student's current grade. For example, we would use the grade 5 score regardless of whether the student was enrolled in grade 6, 7, or 8 in 2009-10. Table IV. 9 shows results for middle schools and Table IV. 10 shows results for high schools.

Table IV.9. Middle- school VAMs using 5th- grade controls versus prior- grade controls

|  | PSSA Math |  | PSSA Reading |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | Prior Year <br> Score | 5th Grade <br> Score | Prior Year <br> Score | 5th Grade <br> Score |
| 1- Year Model (2009-10) |  |  |  |  |
| Standard deviation of school effects | 0.19 | 0.26 | 0.14 | 0.19 |
| Mean standard error | 0.04 | 0.05 | 0.05 | 0.05 |
| Number (of 11) distinguishable from | 6 | 6 | 7 | 8 |
| average |  | 0.97 |  | 0.93 |
| Within- school correlation |  |  |  |  |

Table IV.10. High school VAMs using 8th grade- controls versus prior- grade controls

|  | CBA English II |  | CBA Geometry |  | Grade 10 PSAT Math |  | Grade 10 PSAT Reading |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 8th <br> Grade Controls | PriorYear Controls | 8th <br> Grade Controls | PriorYear Controls | 8th <br> Grade Controls | PriorYear Controls | 8th <br> Grade Controls | PriorYear Controls |
| 1- Year Model (2009-10) |  |  |  |  |  |  |  |  |
| Adjusted Rsquared | 0.57 | 0.54 | 0.64 | 0.55 | 0.72 | 0.72 | 0.69 | 0.73 |
| Standard deviation of school effects | 0.07 | 0.10 | 0.27 | 0.37 | 0.03 | 0.03 | 0.14 | 0.11 |
| Mean standard error | 0.08 | 0.09 | 0.10 | 0.14 | 0.05 | 0.06 | 0.07 | 0.07 |
| Number (of 9) distinguishable from average | 0 | 1 | 4 | 5 | 0 | 0 | 4 | 1 |
| Within- school correlation | 0.93 |  | 0.87 |  | 0.78 |  | 0.90 |  |

Note: $\quad$ Statistically distinguishable is defined using a 95 percent confidence interval.

The findings suggest that the models tend to perform similarly under both specifications, although the school estimates are more highly correlated at the middle school level than at the high school level. Specifically, the within-school correlation of estimates is 0.98 for both math and reading in middle schools. It ranges from 0.78 to 0.93 , however, for high schools, depending on the outcome. Given the lower correlations across models for at the high school level and our presumption that using pretreatment scores inherently is a superior model design, our base models now use the pretreatment score when one is available. This specification ensures that the model is making attributions to schools controlling only for factors that schools cannot influence. We continue to rely on prior year scores for students in elementary grades because a pre-treatment score is unavailable for these students; the high correlation of VAM results for the two models in grades 6-8 provides reassurance for using a model with prior-year results in elementary grades (although it does not address the challenge of the lack of information on achievement trajectories in grades $\mathrm{K}-3$ ). For students in grades 6 to 8 at K-8 schools, we use their grade 5 scores regardless of their current grade to maintain comparability with students attending middle schools because both sets of schools are included in school VAMs for grade 6 to 8.
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## V. NEXT STEPS IN VALUE- ADDED MODEL DEVELOPMENT

The findings in this report reinforce the findings of the August report (Lipscomb, Gill, and Booker, 2010) that VAM estimates can provide meaningful information about teacher and school performance in Pittsburgh-and they confirm that VAMs can be usefully applied not only to state accountability tests and nationally normed assessments, but also to locally developed assessments and to non-test measures of student outcomes such as attendance and credit accumulation. We do not find evidence suggesting that any of the locally developed CBAs must be excluded from incorporation in VAMs. The addition of results from CBAs, SRI, PSAT, and science and writing PSSA assessments have allowed far more teachers to be included in value-added analyses, and have dramatically broadened the range of outcomes incorporated in school-level VAM estimates (which now include attendance and credit accumulation as well as many more assessment outcomes).

For most outcomes, VAMs reliably distinguish the highest- and lowest-performing teachers from average with only one year of teaching data, suggesting that the one-year models are diagnostic for some purposes. But we continue to find that the reliability of teacher-level value-added estimates improves substantially when examining two or three years of teaching rather than one year. We therefore recommend using VAM estimates that are based on two or three years of teaching for high-stakes decisions. School-level VAM estimates also tend to have greater ability to detect differences with more than one year of teaching examined, but the improvement in precision is not always as large as it is with teachers.

We find that the inclusion of a statistical control for a student's race/ethnicity makes a measurable difference in the results of many of the VAMs, particularly in high school. Omitting the variable for race/ethnicity therefore could produce value-added estimates that are biased against teachers who serve higher-than-average proportions of African-American students. Given this finding, we recommend continuing to include race/ethnicity as one of the control variables in the VAMs.

In upcoming work, we will continue to refine the VAMs to improve precision and reduce bias. The state of the art in value-added modeling changes rapidly, and we intend to ensure that Pittsburgh's VAMs are updated with refinements developed by our own colleagues and others in the field.

Some of these potential refinements are already on the agenda for upcoming work. As described in Chapter IV, we will examine whether the kindergarten DIBELS assessments can be used to validate a retrospective elementary school VAM that is based on gains from grades 3 to 5 . If so, it would increase confidence that VAM estimates using only a subset of elementary grades nevertheless provide a reasonable view of performance across grades K to 5 . The exploratory examination of gains achieved between kindergarten DIBELS assessments and third-grade PSSA scores may also open the possibility of extending the elementary-school VAMs to incorporate an analysis of third-grade results that serves as a proxy for gains from kindergarten.

Our examination of differential attrition rates among high schools, for each of the 10th-grade outcomes of interest, suggests that the problem may be less serious than our August findings indicated. Nonetheless, we will conduct further analyses to assess the extent to which the validity of school-level VAM estimates in high school might be threatened by variations in dropout rates across the district.

The analyses of 9th- and 10th-grade outcomes suggest that VAMs using all of the outcomes (with adjustments for attrition) could be appropriately included in a PRC bonus formula. We recommend that the size of the bonus pool be tied to annual changes in district-wide scores on the PSAT, which-unlike the other outcomes relevant to PRC teams-is designed to have consistent scales over time. In future years, the PRC bonus formula might be shifted away from a PSAT anchor to a comparison against statewide results, but this will have to wait until Keystone exams have been implemented in Pittsburgh and across the state.

The generally positive within-school correlations among VAM estimates for different outcomes suggest that a composite measure should provide a useful global indicator of a school's overall value-added across subjects and grades. Preliminary composites of school performance are included in the current report, and future work can adjust those composites to incorporate different weights that are deemed by PPS and PFT to reflect the district's policy preferences regarding the relative importance of different outcomes. We are also prepared to develop composite VAM estimates for the subset of teachers whose students take more than one assessment.

In 2011 we also intend to examine the relationships of teacher VAM results to several other classroom measures, which may include data from teacher working conditions survey, and RISE classroom performance evaluations. We look forward to working with PPS and the PFT in continuing to develop the value-added models to their fullest potential.
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Table A.1. Within-teacher VAM correlations across outcome measures, grades 4-5

|  | PSSA <br> Math | PSSA Reading | PSSA <br> Science |
| :--- | :---: | :---: | :---: |
| One- year model (2009-10) |  |  |  |
| PSSA Math | 1 |  |  |
| PSSA Reading | $\mathbf{0 . 5 6}$ | 1 | 1 |
| PSSA Science | 0.19 | 0.29 |  |
| PSSA Writing | 0.32 | $\mathbf{0 . 5 1}$ |  |

Note: Bold indicates statistically significant correlations using a 95 percent confidence interval.

Table A.2. Within- school VAM correlations across outcome measures, grades 4-5

|  | PSSA <br> Math | PSSA <br> Reading | PSSA <br> Science | PSSA <br> Writing |
| :--- | :---: | :---: | :---: | :---: |
| One- year model (2009-10) |  |  |  |  |
| PSSA Math | 1 |  |  |  |
| PSSA Reading | 0.3 | 1 |  |  |
| PSSA Science | 0.26 | 0.18 | 1 |  |
| PSSA Writing | 0.21 | 0.56 | 0.31 | 1 |
| Attendance rate | 0.13 | 0.2 | 0.01 | 0.29 |

Note: Bold indicates statistically significant correlations using a 95 percent confidence interval.

Table A.3. Within- teacher VAM correlations across outcome measures, grades 6-8

| PSSA <br> Math | PSSA <br> Reading | PSSA Science | PSSA <br> Writing | CBA math | CBA English | CBA earth science | $\begin{gathered} \text { CBA } \\ \text { life } \\ \text { science } \end{gathered}$ | CBA physics | $\begin{gathered} \text { CBA } \\ \text { U.S. } \\ \text { history } \end{gathered}$ | SRI |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| One- year Model (2009-10) |  |  |  |  |  |  |  |  |  |  |
| PSSA Math 1 |  |  |  |  |  |  |  |  |  |  |
| PSSA Reading | 1 |  |  |  |  |  |  |  |  |  |
| PSSA Science |  | 1 |  |  |  |  |  |  |  |  |
| PSSA Writing | 0.61 |  | 1 |  |  |  |  |  |  |  |
| CBA math |  |  |  | 1 |  |  |  |  |  |  |
| CBA English | 0.31 |  | 0.25 |  | 1 |  |  |  |  |  |
| CBA earth science |  | 0.24 |  | - 0.18 |  | 1 |  |  |  |  |
| CBA life science |  | 0.05 |  |  |  | 0.8 | 1 |  |  |  |
| CBA physics |  | 0.15 |  |  |  | 0.85 | 0.49 | 1 |  |  |
| CBA U.S. history |  |  |  |  |  |  |  |  | 1 |  |
| SRI | 0.2526 |  | 0.37 |  | 0.28 |  |  |  |  | 1 |

Note:
Bold indicates statistically significant correlations using a 95 percent confidence interval.

Table A.4. Within- school VAM correlations across outcome measures, grades 6-8

|  | PSSA <br> Math | PSSA <br> Reading | PSSA Science | PSSA <br> Writing | CBA math | CBA English | $\begin{gathered} \text { CBA } \\ \text { earth } \\ \text { science } \end{gathered}$ | $\begin{gathered} \text { CBA } \\ \text { life } \\ \text { science } \end{gathered}$ | CBA physics | $\begin{gathered} \text { CBA } \\ \text { U.S. } \\ \text { history } \end{gathered}$ | SRI | Attendance rate |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| One- year Model (2009-10) |  |  |  |  |  |  |  |  |  |  |  |  |
| PSSA Math | 1.00 |  |  |  |  |  |  |  |  |  |  |  |
| PSSA Reading | 0.69 | 1.00 |  |  |  |  |  |  |  |  |  |  |
| PSSA Science | 0.60 | 0.57 | 1.00 |  |  |  |  |  |  |  |  |  |
| PSSA Writing | 0.53 | 0.65 | 0.63 | 1.00 |  |  |  |  |  |  |  |  |
| CBA math | 0.55 | 0.26 | 0.49 | 0.12 | 1.00 |  |  |  |  |  |  |  |
| CBA English | 0.70 | 0.71 | 0.48 | 0.58 | 0.51 | 1.00 |  |  |  |  |  |  |
| CBA earth science | 0.03 | 0.00 | - 0.09 | -0.05 | 0.04 | 0.02 | 1.00 |  |  |  |  |  |
| CBA life science | 0.12 | -0.07 | - 0.06 | -0.24 | 0.18 | -0.19 | 0.23 | 1.00 |  |  |  |  |
| CBA physics | 0.05 | 0.04 | 0.30 | 0.04 | 0.16 | 0.09 | 0.54 | 0.25 | 1.00 |  |  |  |
| CBA U.S. history | 0.09 | 0.35 | 0.33 | 0.31 | -0.06 | 0.03 | 0.03 | -0.21 | -0.01 | 1.00 |  |  |
| SRI | 0.36 | 0.42 | 0.34 | 0.42 | 0.30 | 0.47 | 0.15 | -0.13 | 0.11 | 0.38 | 1.00 |  |
| Attendance rate | - 0.36 | -0.22 | - 0.06 | -0.22 | - 0.10 | -0.27 | -0.14 | 0.11 | 0.02 | -0.22 | -0.33 | 1.00 |
| Credits earned | 0.20 | 0.32 | 0.32 | 0.17 | 0.38 | 0.47 | 0.12 | -0.17 | 0.12 | - 0.02 | 0.26 | 0.19 |
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[^0]:    ${ }^{1}$ Lipscomb, Gill, and Booker (2010) is a draft report that was intended for the internal uses of Pittsburgh Public Schools.

[^1]:    ${ }^{2}$ A successful match occurs when a student-subject observation matches with a teacher who is listed in the course schedule as being the one who taught the student that particular course.

[^2]:    ${ }^{3}$ This assumption simplifies the estimation of the general value-added model from theory. McCaffrey et al. (2009) provide a brief description with references to detailed derivations in several other frequently cited studies. The model also allows test score gains to be modeled as a function of current year factors only. We include several prior year variables, thereby relaxing this assumption somewhat.
    ${ }^{4}$ An alternative way to address measurement error is to use a two-stage least squares approach, where the student's prior test score in the other subject serves as an instrumental variable for the prior same-subject test score (Potamites et al., 2009a).

[^3]:    ${ }^{5}$ The dosage is split between two teachers in the event a student appears to take multiple courses in the same subject at the same school.
    ${ }^{6}$ This normalization is done based on the mean and standard deviation from the analysis sample. In the future, we may explore adjusting these variables for differences relative to the state average as well since PPS scores are expressed in terms of the state score distribution but the characteristics of Pittsburgh students, like their demographics, differ from the state with respect to some variables.

[^4]:    ${ }^{7}$ The classroom variables for a student use the classroom associated with the highest teacher dosage value.

[^5]:    ${ }^{8}$ The shrinkage procedure is an empirical Bayes procedure based on Morris (1983) that minimizes the mean squared error of the value-added estimates.

[^6]:    ${ }^{9}$ Results for school VAMs were very similar, as were multi-year models for both teachers and for schools.
    ${ }^{10}$ Because the number of teachers distinguishable from average under the baseline model is relatively small, a small change in the number of teachers distinguishable from average when race controls are excluded can lead to a very large percentage of false positive results.
    ${ }^{11}$ The differing results by grade level do not appear to reflect small samples in some race-ethnicity groups, such as Asian or Hispanic students, that could be driving VAM estimates for teachers teaching those students.

[^7]:    ${ }^{12}$ We average effects for teachers who teach at multiple schools.
    13 "With" is placed in quotation marks because school effects are not actually included in the VAM, although subtracting the within school average teacher effect shares similar properties to the inclusion of school effects.

[^8]:    ${ }^{14}$ Approximate standard errors for the VAM estimates with school effects are similar to those of models that exclude school effects.

[^9]:    ${ }^{15}$ The school VAM controls for peer influences at the classroom level, as in the teacher model. We found that the VAM estimates were less stable when controlling for peer influences at the school level because of collinearity between the classroom peer effects and the school peer effects.

